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Abstract— We consider the capacity of multiple-input –
multiple-output (MIMO) systems with reduced complexity. One
link end uses all available antennas, while the other chooses the
”best”L out ofN antennas. The selection of the optimum antenna
subset requires an exhaustive search of all possible combinations,
involving (N

L
) computations of determinants of size L× L, which

can become prohibitively complex. In this paper, we suggest a class
of fast antenna selection algorithm that are based on the corre-
lation or mutual information between the signals at the different
antenna elements. It requires less than N2 vector multiplications
and thus leads to dramatic savings on the computation time. Its
performance is very close to the optimum selection procedure: the
capacity penalty is less than 1bit/s/Hz for the analyzed examples.
The algorithm thus offers the possibility of almost-optimum selec-
tion even in fast-changing environments.

I. INTRODUCTION

MIMO (multiple-input - multiple output) wireless systems
are those that have antenna arrays at both transmitter and re-
ceiver. First simulation studies that reveal the potentially large
capacities of those systems were already done in the 1980s
[1], and later papers explored the capacity analytically [2], [3].
Since that time, interest in MIMO systems has exploded. Lay-
ered space-time (ST) receiver structures [4], [5], [6] and space-
time codes [7] allow to approach the capacity limits revealed by
[2]; such systems have become known as "spatial multiplexing"
or "BLAST" systems [8]. The standard for third-generation cel-
lular phones (3GPP) foresees the use of a space-time coding for
voice communications, and true MIMO for packet data [9].
One major drawback of conventional MIMO systems is the

high implementation cost caused by the requirement for multi-
ple RF chains (one for each antenna element). This fact led to
increased interest in antenna selection schemes that optimally
choose a subset of the available antennas [10], [11], [12], [13],
[14], [15], [16], [17], [18], [19]; for an overview see [20]. An-
tenna subset selection maximally benefits from the multiple an-
tennas within the RF cost constraint; if used together with spa-
tial multiplexing, it is also known as ”hybrid selection/MIMO”
(H-S/MIMO) [11]. In this paper, we are considering a system
that uses all available antennas at one link end, while employing
H-S/MIMO at the other link end.
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One challenge in the use of H-S/MIMO is the selection of
the optimum set of antennas. Maximization of the capacity re-
quires first the computation of the capacity value of any possi-
ble combination ofL processed data streams out of the possible
N received signals. This requires the evaluation of

³
N
L

´
deter-

minants, which is computationally prohibitive, especially if the
channel changes rapidly and the antenna selection has to be re-
evaluated frequently. The investigation of fast antenna selection
algorithms is thus of great practical as well as theoretical inter-
est.
Ref. [11] showed that simply choosing the antennas that in-

stantaneously receive the most energy does not give good per-
formance. The algorithm in [21] requires on the order of N2

matrix inversions, and thus requires considerable computational
complexity. In this paper, we are proposing a novel family of
fast antenna selection algorithms that require less thanN2 vec-
tor multiplications, while providing excellent performance. In
all considered examples, the penalty in terms of outage capacity
is small.
The remainder of the paper is organized as follows: in Sec.

II, we describe the system model and the basic principle of H-
S/MIMO. Next, we describe the fast selection algorithm, and in
Sec. IV, we give simulation results, demonstrating the good per-
formance of our algorithm. A summary and conclusions wrap
up this paper.

II. SYSTEM MODEL

Figure 1 shows the block diagram of the considered system.
We consider the case where the transmitter does not have chan-
nel state information (CSI); thus no waterfilling can be used,
and the available transmitter power is equally distributed among
the Nt transmit antennas. The data stream originating at the
(possibly source-encoded) data source is first sent to a space-
time processor/encoder, whose outputs are forwarded to the Nt
transmit antennas, resulting (at each symbol time) in a Nt × 1
transmit vector−→s . The signals are subsequently upconverted to
passband, amplified by a power amplifier, and filtered. For our
model, we omit these stages, as well as their equivalents at the
receiver, which allows us to treat the whole problem in equiva-
lent baseband. Note, however, that it is exactly these parts that
are most expensive and make the use of reduced-complexity
systems desirable.
From the antennas, the signal is sent through the mobile radio

channel. The channel is assumed to be flat-fading, so that it can
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Fig. 1. Block diagram of the system

be characterised by theNr ×Nt matrix

H =

 h11 h12 . . . h1Nt

h21 h22 . . . h2Nt

. . . . . .
hNr1 hNr2 hNrNt

 . (1)

so that theNr × 1 vector −→y of the receive signal can be written
as

−→y = H−→s +−→n = −→x +−→n

where −→n is the vector containing the (complex) noise samples
at the receive antenna elements.
We furthermore assume that the channel has block fading

with "very long" block duration Tblock. This implies that the
data within one channel realization (i.e., within Tblock) can be
encoded with an almost ideal code that approaches the Shannon
limit. Such a code could be, e.g., the combination of space-
time-processing [6] with a low-density parity check code LD-
PCC [22]. It can be shown that LDPCC codes with a block-
length of 10000 approach the Shannon limit within less than
1dB [23]. Thus, each channel realization is associated with a
(Shannon - AWGN) capacity value. The capacity thus becomes
a random variable, rendering the concept of a ”capacity cumula-
tive distribution function” and ”outage capacity" a meaningful
measure [2]. In physical terms, this requires that the ratio of
symbol rate to Doppler frequency of the channel must be large.
In cellular systems and wireless LANs, maximum Doppler fre-
quencies are typically on the order of 300Hz and 30Hz, respec-
tively.
We furthermore assume for the computations that the channel

is Rayleigh fading, the hij are i.i.d. zero-mean, circularly sym-
metric complex Gaussian random variables with unit variance,
i.e., the real and imaginary part each have variance 1/2. Conse-
quently, the power carried by each transmission channel (hij)
is chi-square distributed with 2 degrees of freedom. Following
[2], we consider the case in which the hij are independently
fading. More involved channel models are discussed, e.g., in
[24], [25], [26].
At the receiver, a control algorithm (to be discussed in Sec.

III) selects the best Lr of the available Nr antenna elements and
downconverts their signals for further processing (note that only
Lr receiver chains are required). The space-time processing and
encoding/decoding are assumed to be ideal so that the capacity
can be achieved. We assume ideal knowledge of the channel at
the receiver, so that it is always possible to select the best an-
tennas. However, we do not assume knowledge of the channel
at the transmitter.

III. ANTENNA SELECTION ALGORITHMS
A. Optimum antenna selection
The capacity of a MIMO system using all antenna elements

is given by [2]

Cfull = log2

·
det

µ
INr

+
Γ

Nt
HH†

¶¸
, (2)

where INr is theNr ×Nr identity matrix, Γ is the mean signal-
to-noise ratio (SNR) per receiver branch, and superscript † de-
notes the Hermitian transpose. The receiver now selects those
antennas that allow a maximization of the capacity, so that

Cselect = max
S(fH)

µ
log2

·
det

µ
ILr +

Γ

Nt
eH eH†

¶¸¶
, (3)

where eH is created by deletingNr−Lr rows fromH, and S( eH)
denotes the set of all possible eH, whose cardinality is

¡
Nr
Lr

¢
.

The optimum choice of antennas requires knowledge of the
complete channel matrix. This may seem to necessitate the use
of Nr RF chains, which would not agree with the goal of re-
ducing the number of RF chains in a low-complexity system.
However, in a sufficiently slowly-changing environment, the
antennas can be multiplexed to the Lr RF chains during the
training bits. This principle, which is similar in spirit to mul-
tiplexed channel sounders [27], means that a receiver chain is
connected to the first antenna during the first part of the training
sequence, then to the second antenna during the next part, and
so on. This allows the determination of the channel state infor-
mation at all Nr antenna elements. At the end of the training
sequence, we pick the best Lr antennas. Thus, we only need a
few more training bits instead of additional RF chains. Espe-
cially in high-data-rate systems, those additional training bits
decrease the spectral efficiency in a negligible way.

B. Fast antenna selection
The optimum selection of the antennas requires

³
N
L

´
com-

putations of determinants, and is thus rather computationally in-
tensive. It seems thus worthwhile to investigate suboptimum al-
gorithms with lower computational complexity. In this section,
we present a family of such algorithms that results in a small
SNR penalty while drastically reducing computation time.
The determinant in (3) can be written as

det

µ
ILr +

Γ

Nt
eH eH†

¶
=

rY
k=1

µ
1 +

Γ

Nt
λ2k

¶
(4)

where r is the rank of the channel matrix and λk is the sin-
gular value of eH. The rank and the singular values should be
maximized for the maximum capacity. Suppose there are two
rows of H which are identical. Clearly only one of these rows
should be selected in H̃. Since these two rows carry the same
information, we can delete any of these two rows without losing
any information regarding the transmitted vector. In addition if
they have different powers (i.e. square of the norm of the row),
we select the row with the higher power. When there are no
identical rows, we choose those two rows for the possible dele-
tion whose correlation is the highest. In this manner we can
have the channel matrix H̃ whose rows are maximally uncor-
related and have maximum powers. This intuition leads to the
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following algorithm, which in the remainder of the paper will
be called "Correlation Based Method (CBM)":
1) The channel vector hk is defined as the k-th row of H,
with k being an element of the setX = {1, ....Nr}

2) for all k and l, k > l compute the correlation Ξ(k, l).
The correlation Ξ(k, l) is defined as Ξ(k, l) = |hhk, hli|
where ha, bi represents an inner product between vector
a and b.

3) Loop
a) choose the k and l (with k, l ∈ X, k > l) that give
the largest Ξ(k, l). If khkk2 > khlk2, eliminate hl,
otherwise eliminate hk.

b) delete l (or k) fromX
c) goto Loop until Nr − Lr rows are eliminated.

The CBM does not require knowledge of the SNR value and
is based on the correlation of the rows of the channel matrix
< hkh

∗
l >, which is approximated by the correlation of the

noisy estimates E{yky∗l }.
As an alternative method when the SNR is available, we sug-

gest to use the mutual information between yk and yl. The zero
valued mutual information means the k-th receive antenna out-
put yk and the l-th output yl carry totally different information.
This occurs when the corresponding channel vectors hk and hl
are orthogonal. On the other hand when the mutual informa-
tion between yk and yl has maximum value, yk and yl carry
the same information so that we can delete one of them. The
mutual information is defined as [28]

I (yk; yl) = G(yk) +G(yl)−G(yk, yl). (5)

whereG denotes the entropy (we deviate from the usual entropy
notation H to avoid confusion with the channel matrix H).
In the MIMO system the mutual information can be written

as

I (yk; yl) (6)

= log

³
khkk2 ΓNt

+ 1
´³
khlk2 ΓNt

+ 1
´

³
khkk2 ΓNt

+ 1
´³
khlk2 ΓNt

+ 1
´
− |hhk, hli|2 Γ

2

N2
t

.

Since the mutual information is bounded as follows

0 ≤ I (yk; yl) ≤ min (G(yk), G(yl)) , (7)

we define the normalized mutual information

I0 (yk; yl) =
I (yk; yl)

min (G(yk),G(yl))
(8)

as a measure of how close the two random variables are. The
entropy calculation of yk requires both the signal and noise
power whereas the mutual information needs the SNR only.
This can be overcome as follows. The scaling of yk to c · yk
, where the non-zero real number c is chosen in a way that the
noise variance is equal to one, will not change the order of the
normalized mutual information. Clearly, the scaling does not
change the mutual information while the entropy of c · yk be-
comes

G(c · yk) = log
µ
c2πe

µ
khkk2 P

Nt
+ σ2

¶¶
(9)

= log

µ
khkk2 Γ

Nt
+ 1

¶

where c = 1/
√
πeσ2 and P = Γσ2 represents signal power.

Now redefine the normalized mutual information as

I0 (yk; yl) =
I (c · yk; c · yl)

min (G(c · yk), G(c · yl)) . (10)

Then, the normalized mutual information becomes

I0 (yk; yl) =
I (yk; yl)

min
³
log
³
khkk2 ΓNt

+ 1
´
, log

³
khlk2 ΓNt

+ 1
´´ .
(11)

We can also apply the mutual information based technique to
xk , which is the signal component of yk, in order to avoid re-
quiring the SNR value. Then, the mutual information between
the data component xk and xl is

I (xk; xl) = log
khkk2 khlk2

khkk2 khlk2 − |hhk, hli|2
. (12)

Similarly, we can define the normalized mutual information as

I0 (xk;xl) =
I (c · xk; c · xl)

min (G(c · xk), G(c · xl)) (13)

=
I (xk;xl)

min
³
log khkk2 , log khlk2

´ .
The antenna selection algorithms based on mutual informa-

tion then have a similar program structure as the one based on
correlation (CBM); we just replace Ξ by I0 as defined in (11)
(henceforth referred to as MIBM) or (13) (MIBM2).

C. The frequency-selective case
We next consider the case where the channel is frequency-

selective. In that case, the use of OFDM (orthogonal frequency
division multiplexing) is optimum. In MIMO OFDM with Ns

subcarriers, the channel matrix can be modeled as a block diag-
onal matrix

H =


H(1) 0 · · · 0

0 H(2) 0
...

... 0
. . . 0

0 · · · 0 H(Ns)

 (14)

whereH(n) represents the channel matrix at subcarrier n. The
normalized capacity (capacity per tone) becomes

C =
1

Ns

NsX
n=1

log2

·
det

µ
INr

+
Γ

Nt
H(n)H(n)†

¶¸
(15)

In the correlation based methods, the correlation is averaged
over the subcarriers

Ξ(k, l) =
1

Ns

¯̄̄̄
¯
NsX
n=1

hhk(n), hl(n)i
¯̄̄̄
¯ (16)

where hk(n) is the k-th row vector of the matrixH(n) .
Defining the received vector at k-th receive antenna as yk =£
yk(1) yk(2) · · · yk(Ns)

¤T where yk(n) is k-th re-
ceive antenna output at n-th subcarrier, the mutual information
in MIMO OFDM becomes

I (yk; yl) = G(yk) +G(yl)−G(yk, yl) (17)
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Fig. 2. Cdf of the capacity of a system with Nr = 8, Nt = 3. Selection of
antenna by capacity criterion (solid) and by power criterion (dashed).

The block diagonal property of the channel matrix leads to the
following expression for the mutual information

I (yk; yl) =
1

Ns

NsX
n=1

G(yk(n)) +G(yl(n))−G(yk(n), yl(n)).

(18)
Hence, themutual information based techniques aremodified

to use the following normalized mutual information

I0 (yk; yl) (19)

=

P
n
I (yk(n); yl(n))

min

µP
n
G(c · yk(n)),

P
n
G(c · yl(n))

¶ .

IV. RESULTS
In this section, we evaluate the capacity as obtained with

our selection algorithm, as well as that obtained by exhaustive
search, for practical system parameters. For the computer ex-
periments (Monte Carlo simulations), we created random real-
izations of mobile radio channels. For the exhaustive search,
we create a complete set S( eH) of all possible matrices eH by
eliminating all possible permutations ofNr −Lr rows from the
matrix realization H. For each of the eH, we compute the ca-
pacity by (3), and select the largest capacity from the set.
Figure 2 shows the performance of a power-based selection

algorithm [11]. The receive antennas with the largest received
powers (for a given channel realization) are selected. The figure
shows the results for Nr = 8, Nt = 3. Γ = 20dB. We see
that this algorithm leads to a considerable loss in performance
for small values of Lr. Especially, the outage capacity for low
outage values is small.
The performance of our new fast antenna selection algo-

rithms is detailed in Figures 3 and 4. Again, the number of
transmit and receive antennas is Nt =3 and Nr =8, respec-
tively; each algorithm uses Lr = 3. Among the fast algo-
rithms, the mutual information based methods outperform the
correlation-based technique. Assuming that ideal coding is em-
ployed, the FER (frame error rate) is shown in Figure 5 when
the bandwidth efficiency is 15 bits/s/Hz, i.e., this figure plots
the probability that the capacity is smaller than 15bit/s/Hz.
The worst selection has 10 dB loss at 10−3 FER. The MIBM
has about 2 dB loss while the correlation based method ex-
hibits around 6 dB loss. The performance of the fast algorithm
MIBM2 is comparable to that of the MIBM at high FER. The
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Fig. 3. Outage Probabilities of fast algorithms, Nr = 8, Nt = Lr = 3,
SNR=10 dB.
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Fig. 4. Outage Probabilities of fast algorithms, Nr = 8, Nt = Lr = 3,
SNR=30 dB.
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Fig. 5. FER comparison, Nr = 8,Nt = Lr = 3.
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Fig. 6. Outage Probability in MIMO OFDM (Ns = 64, Td/T = 1/4,
τd/Td = 1/4, exponential distribution, 6 receive, 2 transmit antennas, select 2
antennas out of 6); SNR=10 dB.
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Fig. 7. Outage Probability in MIMO OFDM (Ns = 64, Td/T = 1/4,
τd/Td = 1/4, exponential distribution, 6 receive, 2 transmit antennas, select 2
antennas out of 6); SNR=30 dB.
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Fig. 8. FER comparison, Nt = 2,Nr = 6, Lr = 2.

MIBM2 has a good performance overall while it does not re-
quire the SNR value.
Figures 6 and 7 show the outage probability of each fast algo-

rithm in the MIMO OFDM system under a frequency selective
Rayleigh fading channel with 10 and 30 dB SNR, respectively.
The number of subcarriers is 64. The maximum delay spread
Td is 14 of the symbol duration and the r.m.s. delay spread τd
is assumed to be 1

4 of the maximum delay spread with an ex-
ponential power distribution. The number of transmit and re-
ceive antennas is 2 and 6, respectively. Each algorithm selects
2 receive antennas out of 6 receive antennas. Figure 8 shows
the FER for the same antenna configuration. Among fast algo-
rithms the mutual information based method outperforms the
correlation-based technique.

V. SUMMARY AND CONCLUSIONS
We have investigated the behavior of MIMO systems that se-

lect a subset of available antennas at the receiver. Important
applications for such systems are cellular systems with MIMO
capability, and future wireless LANs. The necessity of select-
ing antennas at one link end (instead of using all of them) stems
either from complexity or cost considerations. The main ad-
vantage is the savings in hardware costs: instead of a full Nr
receiver chains, only Lr receiver chains, plus an RF switch, are
required. Antenna selection can also be especially beneficial in
low-rank and interference-limited systems.
We have derived and compared several algorithms that allow

the selection of the antennas without an exhaustive search over
all possible antenna combinations. By minimizing the correla-
tion, or the mutual information, between the signals at the re-
ceive antennas, we can find an antenna subset that achieves high
capacity (within 1 bit/s/Hz) of theoretical capacity, while reduc-
ing the computiational effort for the search from

³
N
L

´
com-

putations of determinants to N2 vector multiplications. The
schemes thus allow the fast determination of good subsets even
for a large number of available antennas.
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