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Reduced-Complexity
Transmit/Receive-Diversity Systems

Andreas F. MolischSenior Member, IEEBMoe Z. Win Senior Member, IEEEand Jack H. Winterd-ellow, IEEE

Abstract—\We consider wireless systems with transmit and single bit stream (which might be coded or uncoded). The ideal
receive diversity. For reduction of complexity, we propose to use weights can be determined by matching them to the channel, re-
hybrld_ selection/maximal-ratio transmission at one link end, sulting in maximal-ratio transmission (MRT) [7]. Similarly, at
choosing L out of N antennas. We analyze the performance of h . u dard” imal-rati bini MRC
such systems, giving analytical bounds and comparing them with the receiver, Stgn a_r maXImg-rqtlo com Inln_g ( ) C_an
computer simulations. Outage probability, symbol error prob- D€ employed, using linear combinations of the signals obtained
ability, and capacity are shown. We demonstrate that in typical at the different receive antennas. It has been shown thatVyith
cases, a small number of used antennas is sufficient to achieve transmit andV, receive antennas, a diversity degreeNafV,
considerable performance gains. We also analyze the influence ofcan be achieved [8]. Note that since it employs no special type

the number of antennas at the other link end, of fading correlation, f codi tandard (sinal t . detect th
and of channel estimation errors. The simulation results confirm ©' €0dINg, any standar (single-antenna) receiver can detect the

that the proposed scheme is effective in a variety of environments. transmitted signal (albeit with a smaller diversity degree and

Index Terms—Antenna selection, channel estimation, diversity, thus reduged quality). ) )
MIMO. The main disadvantage of MRT (MRC) is the fact that it re-

quiresNy(N,) complete RF chains. There are numerous situa-
tions where this high degree of hardware complexity is undesir-
able—this is especially important for the mobile station (MS).
Y STEMS with multiple antennas at both transmitter and rén the other hand, a simple (one out/é} selection diversity
eiver have received considerable attention in recent yegiges considerably worse results. A compromise between these
[1], [2]. One approach to utilizing multiple transmit antenna®vo possibilities is hybrid selection/maximum-ratio combining
is to transmit different data streams from each antenna; théseS/MRC' [9]-[13]), where the best out of N antennas are
streams can be separated at the receiver side by using signal petected, and then combined, thus reducing the number of re-
cessing technigues such as the so-called BLAST schemes {Blired RF chains td..?
[4]. However, these approaches cannot be used with existingn this paper, we consider a transmit/receive diversity system
standards as the requirement of backward-compatibility is nwhere the transmitter uses hybrid selection/maximal-ratio trans-
fulfilled. mission (H-S/MRT), whereas the receiver uses MRC. We will
An alternative way for exploiting multiple antenna elementgnalyze the performance of such a system in terms of signal-to-
at transmitter and receiver is the use of transmit and receive @dise ratio (SNR), symbol error probability (SEP), and capacity.
versity purely for link-quality improvement, exploiting the di-In Section I, we describe the model for the system and the
versity effect. Transmit diversity schemes were first propos&dreless channel. Next, we derive bounds for the system perfor-
in [5] and [6] for the enhancement of transmission quality imance in terms of SNR, capacity, and (uncoded) bit error prob-
mobile radio systems. In such a system, the signals supplifllity. For these theoretical considerations, we use some ide-
to the different transmit antennas are weighted replicas ofalizations. In the next section, we present results both from the
theoretical analysis and from Monte Carlo simulations. Those
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Fig. 1. System model.

signals are subsequently upconverted to passband, amplified by  link. Note that the latter approach requires the duplex fre-
a power amplifier, and filtered. For our model, we omit these guency separation to be much smaller than the coherence
stages, as well as their corresponding stages at the receiver, and bandwidth (in a frequency division duplexing scheme)
treat the whole problem in equivalent baseband. Note, however,  or the duplex time to be much smaller than the coher-
that exactly these stages are the most expensive and make the ence time of the channel (in a time-division duplexing

use of reduced-complexity systems desirable. scheme). In practical systems, the former conditionis usu-
Next, the signal is sent over a quasistatic flat-fading channel.  ally violated, whereas the latter condition is fulfilled. For
We denote théV, x N, matrix of the channel ad . The output of example, cordless systems like digital enhanced cordless

the channel is polluted by additive white Gaussian noise, which  telecommunications (DECT) [15], the personal handy-
is assumed to be independent at all receiver antenna elements. phone system (PHS) [16], or the personal access commu-

The received signals are multiplied by complex weigtitat all nications system (PACS) [17] exhibit duplex times of a
antenna elements (where superscrigenotes complex conju- few milliseconds—considerably less than the typical co-
gation) and combined before passing a decoder/detector. herence time, which is related to the inverse of the max-
For the theoretical analysis in Section Ill, we make some ad- imum Doppler frequency at pedestrian movement speeds.
ditional simplifying assumptions: The influence of wrong antenna selection due to channel

i) The fading at the different antenna elements is assumed  €stimation errors will be discussed in Section IV.
to be independent, identically distributed Rayleigh
fading. Theh,; are modeled as independent identically IIl. " COMPUTATION OF PERFORMANCE

distributed zero-mean, circularly symmetric compled. Channel Statistics and Optimum Weights

Gaussian random variables with unit variance, i.e., We first determine the optimum antenna weights and the sta-

tge real amlj imhaginary part .e%CT) havehvariance_ 1_/@5tics of the fading channel. The easiest way for deriving the op-
onsequent Y: t € power carried by eac transmissigg, weights is a singular value decomposition of the channel

channel(h;;) is chi-square distributed with 2 degrees iy 17 — 7AW, whereA is a diagonal matrix containing

Ef If(reedomf. (?.ur m'ert]h.odology is also app|_|||cable 1Eo{he singular values, and andW* are unitary matrices com-
akagami fading with integem-parameter. However, posed of the left and right singular vectors, respectively [18].

we note that mdepeno!ent Nakagami fading th> L' The optimum transmit weight vectar and optimum receive
rarely occurs in practice, as a large Nakagami param-

.
eter indicates line-of-sight, which induces correlatiol€ight vector.™, respectively, can now be shown to be the right
between the fading. The influence of correlation on tHd"d left conjugated singular vectors belonging to the largest sin-
achievable capacity will be discussed in Section Iv,  9ular value [8]. The effective SNR is given by the square of

ii) The fading is assumed to be frequency flat. This is fulliS singular value, i.e., the eigenvalue @i, where super-
filled if the coherence bandwidth of the channel is signif@c”pﬂ denotes Hermitian tr_anspose. Note that this derlvat_|on
icantly larger than the system bandwidth. assumes the use of all available antennas at both transmitters

iii) We assume that both transmitter and receiver have perf@d receivers. _
knowledge of the channel. This is, of course, an idealiza- OUr goal here is to determine the performance when only a
tion that can only be approximated even in slowly fadmaubset_of the antenngs_ are used. For tk_ns, we have to define a set
channels. The receiver can obtain its channel knowled?&mamceSH* where/T is created by strikingV; — L; columns
either from the demodulation of training sequences (ﬁpmﬁ,_angS(H) denotes the set of all possibtg, whose car--
TDMA systems) or pilot tones (for CDMA or OFDM sys- dinality is (Lf) . The achievable SNR of the reduced-complexity
tems). Alternatively, the use of blind channel estimatiopyStem IS now
methods is a viable approach but results in a higher com- o
plexity. The transmitter can obtain the channel informa- TH-S/MRC = gz%)j (m'ax ()‘7)) (3
tion either by feedback from the receiver or from the an- _ B
tenna weights generated during reception on the reversbere the\;’s are the singular values df .

K2
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An analytical solution SNR_g,nirc does not seem to bein Rayleigh fading channels [19] can no longer be used. On
easily obtainable. However, we can derive upper and lowdre other hand, the available techniques for H-S/MRC in
bounds. We start out by stating that Nakagami-fading [12], [20], while mathematically elegant,

do not lend themselves easily to computer implementation.
; Z /\2 < max (/\2) < sz (2) We propose a new approach that also exploits the fact that in
min(Ly, N, T our case, the degrees of freedom (i.e., the number of antenna
elements) can only take on integer values.
i.e., the achievable SNR for a certain modified channel matrix since we are computing the sum of random variables, com-
H is lower bounded by thaverageof the nonzero eigenvaluespyting the characteristic function suggests itself naturally. We
and upper bounded by treimof the nonzero eigenvalues ofcgn write it as
H . We thus can bound the SNR of the selective-transmit-receive
diversity system by finding x

(D(]V) [F(N )]JVc / l)rY(l) e_ry(l)e JVE(Le—1)v(1)

Vbound = IMax (Z A ) = max Z Z |h”|2 . (3 Y
0

S(H) sH) \ 5
X d’Y(2)’Y( 2) V(2) g IVE(L2) ()

We note here also that the antenna combination that gives the
maximum)_; A7 is not necessarily the antenna combination TN
that gives the maximumax; (\?).2 Nonetheless, the bounds of X / dy(n, )'yg\‘,t)le 1wy g IVELND)YNY - (6)
(2) remain valid when the maximization over all antenna com- 2
binations is applied to them.

Now, the maximization in (3) can also be interpreted as beimghere=(z) is the Heaviside step function
performed over various combinationsbf out of V; columns,
whereas the rows of the matrix always have dimensi\qn N J1 ifz>0 Y
Thus,y; = Z;.V:rl h;:|? are (henceforth normalized) chi-square (@) = {07 otherwise’ (7)
distributed random variables withN, degrees of freedom.
Note that they; can be interpreted as the received SNR when the following, we abbreviate the expressioa jv=(L, — i)
only thesth antenna is transmitting, and the receiver uses MR&sa;, dropping the dependence oifior notational convenience.
The joint statistics of th@rdered SNRs~;y can be shown to This multiple integral can be shown to result in a polynomial,

[1]

be [11] whose coefficients can be derived analytically by a finite recur-
sion with V; iteration steps.
D~ (3) (7(1) V(2)7 . 'Y(Nt)) The crucial step of our proposed technique is now to recog-

No—1 nize that an expression of the form
! H HEaR(t)

= (4)
Cexp (<10) + Tor ) > ) > - ~ )
0, otherwise d+ Xp: exp(—byz)p(p, ) ®)

wherel'(-) is the Euler Gamma Function. We utiliZe out of

N variablesy;;, and choose the combination that gives may’herep(p, z) ISa _polynoimlal inz whose cqefﬂuents may de-
imum SNR. The desiregh,oua can be easily written in terms pend orp, retains its basic structure when integrated between 0
of the ordered SNRs as o andy. Thus, the firstV, — 1 integrations can be written in an

iterative fashion.
Specifically, let us write the integrand for the first integration
Ybound = Z 'Y(L) (5) (i.e., q = 0) as

Yovoyexp (=) 1 9)
B. Statistics of the SNR

The statistics ofy,oung Can be derived from (4) and (5).
Mathematically, this problem is equivalent to deriving the SN
for H-S/MRT with a single receive antenna but with Nakagarr'i
channel statistics.Consequently, the simple and elegant tech- (a—pt 1) (Ne—1)

. . . . . q
nigues for analyzing H-S/MRC with single-transmit-antenna 1@ — gl@ 4 Ze_b;%m_q) Z C;Cf;)ﬂé\rﬁq)

and quite generally denote the result of tik integration as

(), where superscript) indexes the number of performed in-
rations. The integrdl'?) has the form

egrati The integrdl?) has the f

3The practical implications of this statement for antenna selection algorithms p=1 k=0

will be discussed in Section IV. (10)
“Note that the normalization in a Nakagami channel is usually different frogyith initial condition

the one used when MRC of several Rayleigh-fading channels. However, that is

a detail that does not influence the mathematical approach to derive the distri- 0 0 (0)
bution. d” =1 " =0 ) =0. (11)
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We show in the Appendix that the central quantiti#g, b@,
andcl(,f’,l are given by recursion relations

platt) = b tay _, for 1<p<g; (12)
b =ani— (13)
(2)
el vy, for(g—p+2)(N,—1)
p,k—(N:—1)’
& = >k>(N,—1) (14
0, otherwise
d@+) — 4(@) (V: — 11)\'
(aNc—q) '
¢ (g=p2)(Nem1) E(qt)
> Y oo (15)
p=1 +—0 (bI()q+ ))
—p+2)(Ne—1)—k
Lot _ o i : e (ko) (16)
e t=0 (b(f1+1))t+1 k!
- P
for1 <p <gqgand
(a) — 1)
(a+1) _ d (N: —1)!
c =— a7
D,k (béq"'l))Nr_k k!
forp=q+1.

The characteristic function of thg,,u,q is finally given as
N!
[T(N2)] ™

Ne—1 (Ne—p+1)(N:—1)

- ()
S SR SRR
p=1 t=0

Note that this is the characteristic functidr{;jv), where the
coefficientsd ™), Eg) andb{™ depend oryv.

d(jv) = [d(Nf_l)(Nr — Dlay ™

(18)

In principle, an analytic inversion of the characteristic func-
tion would be possible, giving the probability density function
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Thus, the error probability for MSK and BPSK can be computed
as [24], [25]

s

1/ /1

Forr /4-shifted DQPSK (with Gray coding and differential de-
tection), we obtain [26]

g:i/
47

-

(20)

1-¢?
1+ 2¢sin(¢) + €2

x ® <j2 +2\/§ (1 +2¢sin(e) + 42)) de (21)
where
_ -2
(= 213 (22)
D. Capacity

For a capacity point of view, the whole system between
encoder and decoder can be viewed as an effective scalar
flat-fading channel characterized by the SNR_s/\rc as
defined in (1). The capacity for each channel realization is thus
given by

(23)

whereT is the average SNR of a single-input single-output
(SISO) channel. An upper bound for the capacity is obtained
by substitutingy,ound, @s computed in Section III-B, for
Yr-s/mre (@nd similarily for the lower bound). Using stan-
dard techniques for functions of one random variable [27], the
upper bound for the pdf of the capacity becomes

In(2) (2¢ —1)
pc(C) =2¢ T Prveuna (f) :

C(vu-s/mrc) = logy(1 + Tya_s/MRC)

(24)

of the SNRp,, ... (-) in closed form. However, due to the ex-
istence of fast Fourier inversion techniques [21], numerical if=. Monte Carlo (MC) Simulations

version is convenient and fast.

C. Bit Error Probability

For the influence of nonidealities, we take refuge to com-
puter simulations. We first generate one realization of a mul-
tiple transmit/receive antenna channel transfer matrix. For the

Computation of the bit error probability (BEP) can be donki.d. case, this is trivial, as the entries are independent com-
by the classical method of averaging the “instantaneous BEBIex Gaussian random variables. Correlated entries can be cre-
(i.e., BEP for a given channel realization) over the statistics afed by multiplying the i.i.d. matrix with a matriX that ful-

the SNR. For coherent demodulation, this gives

oo

azK/mwmmwm

0

(19)

whereQ(-) is the Gaussian-Q function as defined in [22],
the constant¥” anda depend on the modulation format [22].

an

fills MT = R, whereR is the desired correlation matrix. We
then create submatrices of si2g x L by striking (N; — L)
columns from the channel matrix. For each submatrix, we com-
pute the SNR (corresponding to the square of the largest singular
value). Finally, we select the antenna combination (submatrix)
H1at gives the largest SNR and store it. This procedure is re-
peatedNV,;c times to give a statistical ensemble.

Having derived the characteristic function (c.f.), it is prefer-
able to relate the error probability in terms of the c.f. Recall
that minimum shift keying (MSK) with precoded transmitter Inthis section, we presentresults from our analysis and discuss
and derotation of the signal constellation diagram [23] exhibitee influence of the number of available, and actually chosen, an-
the same error probability as binary phase-shift keying (BPSKg&nnas on the system performance. Unless otherwise stated, we

IV. RESULTS
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Fig. 2. (Top) Capacity of a system with H-S/MRT at the transmitter and MRC I I I
at the receiver for various values &f with Ny = 8, N, = 2, and SNR= _—
20 dB. Bottom: Capacity of a system with MRT at transmitter and MRC at 5% outage —
receiver for various values df; and N, = 2, SNR= 20 dB. .
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will use the following system parameteis:= 20 dB, N; = 8,
and N, = 2. For the BEP computations, we use minimum shift
keyingw/4-DQPSK or MSK since these are commonly used in
mobile radio systems.

A. Results in Idealized Environments

Fig. 2 shows the cumulative distribution function (CDF) of
the capacity for different values d@f; (as obtained from Monte
Carlo simulations). We see that the capacity obtained with
L, = 3is already very close to the capacity of a full-complexity

relative capacity improvement

scheme. We also see that the improvement by going from one 1 5 . p 8
to three antennas is larger than the improvement by going from
three to eight. For comparison, we also show the capacity with Number of antennas Lt

pure MRT. The required number of RF chainsIis for the
H-S/MRT case andV; for the pure MRT case. Naturally, theFig. 4. Capacity increase of the 5% outage capacity and the ergodic capacity
capacity is the same for H-S/MRT with, = 8 and MRT with ccv)mparedeitth = 1 when having severaictiveantennas at the transmitter.

. N, =8, N, = 2, SNR= 20 dB.
N; = 8. For a smaller number of RF chains, however, the
hybrid scheme is much more effective (for the same number
of RF chains), both in terms of diversity degree (slope of thEhen, we transmit from the next anteniha 2 and determine
curve) and ergodic capacity. This confirms the effectivenessadain the SNR with MRC, and so on. Then, the antennas
using H-S/MRT. that resulted in the best SNR are chosen. This can also be in-

Fig. 3 shows the CDF of the capacity for different numbetgrpreted as optimizing,,u.q instead of\ ... The advantage
of selected antennds . The exact curve was computed by MOf this technique is that the determination of the “optimum” an-
simulations, and the upper and lower bounds were computednas is much simpler than if we were to perform a full search
by the analytical method described in Section Ill. We note thamong all possible antenna combinations. Furthermore, the loss
upper and lower bound are separated by about 1 bit/s/Hz, exdegterformance is less than 0.05 bits/s/Hz. Note that an alterna-
for the casel; = 1, where they coincide and agree with thdive antenna selection scheme, based on eigenprecoding, was
exact curve. proposed in [28].

Apart from the bounds and the exact curves (computed byFig. 4 shows the increase of the ergodic capacity and 5%
MC simulations), we also exhibit the CDF of the capacity wheoutage capacity as a function of the number of selected antennas.
a suboptimum antenna selection criterion is used. This criteridlle see that increasing that number from 1 to 2 gives about the
which we referred to as power selection criterion, works the fabame gain as increasing from 2 to 8. It seems thus reasonable to
lowing way: We transmit from a single antenfa 1 and de- use only two or three selected antennas, resulting in large cost
termine the SNR that can be obtained at the receiver with MR€avings with only a small performance loss.
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Fig. 6. Ten percent outage capacity of a system with two receiver antennas

Fig.5. BEP as a function of SNR far/4-DQPSK as modulation format. and H-S/MRT at the transmitter as a function of the antenna spacing. Dashed:
3/8 system with optimum antenna selection. Solid: 3/8 system with power
selection criterion. Dotted: 8/8 system. Corrected coefficient between signals
at two antenna elements that are spéepart isexp(—d/ Loy

Fig. 5 shows the downlink BEP af/4-DQPSK as a function
of the mean SNR' for a different number of selected antennas 10°
L. Again, we observe a big improvement going frdm= 1 N=1

SNR [dB]

i
to L, = 3 (3 dB at a error probability’. = 10~3), whereas the —

\

Generally, the achieved capacities are much lower than '
those usually associated with multiple-input-multiple-output 10°* N N AN
NN
10? \ N
for only a single data stream to be transmitted. Specifically, \\ \ \
we allow only a scalar coder and distinguish the signals at the 10° N=6 =\ \

gain going fromL; = 3 to L; = 8 is only an additional 1.5 dB. 0N \\\\\ d \,N -2
; N
(MIMO) systems. The difference is due to the restriction of
the possible structures of the transmitter and receiver, allowing
— A}
different antennas only by linear weights and not by different ~\ \\\\ \
codes at each antenna. Comparisons with MIMO systems show \ )

Bit error probability

that with appropriate (space-time) processing and coding, an 10 -10 0 10

outage capacity of 16 bits/s/Hz is possible Igr= 8, N, = 2 SNR [d B]
[29]. The difference with the 10 bits/s/Hz obtained with the

linear sy_sterq _IS the price for baCkwarq compatl_blllty an_gig. 7. Influence of the number of receive antennas on the BEP. MSK
greater simplicity. We also note that the increase in capackdulation: 8/8 (solid) and 1/8 (dashed) H-S/MRT at transmitter.

slows down as we increage but shows no sharp discontinuity

as L increases beyond, = 2. This is due to the fact that we . . .
. . . S H achieved, but all gain is due to beamforming. Thus antenna
use linear transmitters and receivers so that every gainin S AN . . o .
readily translates into a gain in capacity selection is ineffective, and the (beamforming) gain is only in-

' fluenced by the number of actually used antenna elements. We
furthermore observe that the difference between the power se-

_ ] ) lection criterion and optimum antenna selection decreases as
Fig. 6 shows the influence of correlation between the transijie correlation between the antennas increases and vanishes at

antenna elements on the performance of the hybrid system. Wey |arge correlations. This makes sense, as the difference be-
show the 10% outage capacity of a 3/8 system (L.~ 3, gween the chosen antenna signals vanishes for highly correlated
Ny = 8, with two receive antennas) signals.
i) for optimum selection of the transmit antennas (i.e., Fig. 7 shows the influence of the number of antenna elements
choosing the transmit antennas that give the best SNRjt the receiver. We find that as the number of receive antennas
ii) with power selection of the transmit antennas as desrib@ttreases, the advantage of going from a 1/8 to an 8/8 system
above; at the transmitter decreases. This is intuitively clear, as the ben-
ii) with MRT with N; = 8. eficial effect of selecting more antennas is smaller if there are
The outage capacity is plotted as a function of the ratio of corralready a lot of diversity antennas.
lation length of the channel to antenna spacing. We observe thatVe have also investigated the influence of erroneous antenna
the relative performance loss due to correlation is higher for teelection on the capacity of the system. We assume that in a
3/8 system than for the 8/8 system. This can be explained by fhret stage, the complete channel transfer matrix is estimated.
fact that in a highly correlated channel, no diversity gain caBased on that measurement, the antennas that are used for the

B. Effect of Nonidealities



MOLISCH et al. REDUCED-COMPLEXITY TRANSMIT/RECEIVE-DIVERSITY SYSTEMS

actual data transmission are selected, and the antenna weight:
are determined. We distinguish four different cases:

i) perfect choice of the antennas and the antenna weights;

i) imperfect antenna selection but perfect antenna weights
(this can be achieved by measuring the transfer function
of the actually selected antennas with a longer training
sequence);

iii)y imperfect choice of the antennas, as well as of the
antenna weights at the transmitter, and perfect antenna
weights at the receiver (this is plausible if the feedback
is done with finite precision and a finite lag);

iv) imperfect choice of the antenna weights at transmitter
and receiver.

The errors in the transfer functions are assumed to have a
complex Gaussian distribution with SNR., which is the
SNR during the transmission of the pilot tones. We found
that measurement with an SR of 10 dB results in a still
tolerable loss of capacity (less than 5%). However, below that
level, the capacity starts to decrease significantly. This is shown
in Fig. 8.

V. RESULTS INMEASURED CHANNELS

We have also investigated the performance of our proposed
scheme in measured channels. The measurements took plact
in a microcellular environment, specifically in a courtyard in
llImenau, Germany. Four different measurement scenarios have
been analyzed, and full details of the measurement scenarios car
be found in [30]. For clarity, only two scenarios are presented
here, and they are as follows:

Scenario I:Closed back-yard of siz&l x 40 m with inclined
rectangular extension. The receiver array is situated in one
rectangular corner with the array broad side pointing under
45° inclination directly to the middle of the back yard. The
LOS connection between the transmitter and the receiver is 28
m.
Scenario Il: Same back yard as in Scenario | but with artifi-
cially obstructed LOS path. It is expected that the metallic ob-
jects generate serious multipath and high-order scattering thatS
can only be observed within the dynamic range of the measure-
ment system if the strong LOS path is obstructed.

The main features of the measured channels are the following.

i) The number of multipath components with significant
amplitude is limited. Using high-resolution algorithms,
we found between 20 and 40 multipath components.

i) The angular spectrum of the arriving waves deviates from
a uniform spectrum; the angular spread at the receiver is
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than 120.
iii) The LOS component in Scenario | leads to a higher co
relation between the signals.

of the capacity for i) ideal channel knowledge at TX and RX (solid), ii) imperfect
intenna selection but perfect antenna weights (dashed), iii) imperfect antenna

eights at TX only (dotted), and iv) imperfect antenna weights at TX and RX
(dash-dotted). (&) SNRot = 5 dB. (b) SNRyiioe = 10 dB. (€) SNRyi1ot =

In order to determine distributions of channel capacity arld 9B
eigenvalues, a large number of measurements are required,
which means a large effort. Thus, for the measured channels

we evaluate the different distributions by a method introduced

5Scenarios | and Il correspond to scenarios Il and 11 in [30], respectively.

I [31]in order to keep the number of required measurements to
areasonable number. In this method we first measure the double
directional impulse response, i.e., direction of departure, direc-
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Fig. 9. Capacity of H-S/IMRT system with, = 3 andN, = 8 elements and

an MRT system withV; = 8 elements in a microcellular environment. Theo

In summary, we find that a reduced-complexity multiple
transmit/receive antenna system can bring remarkable im-
provement in the transmission quality of existing systems
while requiring only moderate hardware expenses and keeping
backward compatibility. For a system that is to be designed
from scratch, on the other hand, the use of space time coding
instead of a linear transceiver structures would offer advantages
both from a capacity point of view and from the fact that it can
also be easily applied to FDD systems since channel knowledge
at the transmitter is not required.

APPENDIX
DERIVATION OF THE RECURSIONRELATION

The starting point is (10) combined with (6)

Y (g—p+1)(N:—1)

/ A + 2(1: exp (—b]()q):v) Z cl(:f,)cxk
p=1

k=0

number of receive antennasi§ = 2. See text for description of the scenarios. X $Nr—1 exp (_xaNt 7(1) dx (26)

tion of arrival, time delay, and power of the different taps. Thewhere for easier readability, we have substituied_, — =,
several impulse responses ayatheticallygenerated fromthese ynt—qg—1 — ¥.
measurements by assigning independent uniformly distributedT he first term of the integral (26) can be solved as [32]

[0, 2x] random phases;, to the different realizations di,,, ,
as

K
| — ZAkeM)keijT’“d(m sin(Qr k) +nsin(Qr k) i (25)
k=1

wherem andn index the antenna elemenfs,is the number of

y
1
/d('I)er_l exp (—zay,_q) dz = d9 l ~—(N: = 1)!

0 aN:fq
Ny—1
exp (—an,—qY) '~ (N — 1)!
- ]\Tr — Z k' a?\n—qyk . (27)
aNt—q k=0 :

multipath components], and¢y, is the magnitude and phase of

the kth multipath component, arfdg , andQr , are the angle

between the multipath component and the receive- and transth

Next, we pull out from the integral sign the summation over
and consider theth term in the basic integral (26)

array, respectively. Tha; stay unchanged as the different an- y (q—p+1)(N;—1)

tenna elements are considered.

Fig. 9 shows plots of the capacity for a 3/8 H-S/IMRT systemp
and an eight-element MRT scheme. The number of receive an-
tennas in both casesié = 2. We see that the performance that

k=0

J@ = / exp (—bl()q)a:> Z c]()q,)c:l;k
0

x 2™ "L exp (—zan, _q) dz. (28)

can be achieved in that environment is very close to the perf®y introducing

mance in i.i.d. channels.

l;;(q) = bfoq) +an,qforl1 <p<yq (29)
VI. SUMMARY AND CONCLUSIONS b((;ﬂr)1 — N —q (30)
We have investigated reduced-complexity wireless systems M=(g—p+2)(N, —1) (31)
with transmit and receive diversity. The complexity reduction (@) ‘ N
is achieved by using H-S/MRT on one link end and MRC at ) _ | “pk—vi—1yr 07 (4= P+ 2)(Ne —1)
the other. We note that for MRT and H-S/MRC, the results are vk — >k> (N -1) (32
equally applicable. Since the transceiver structure employs only 0, otherwise

weighted versions of the same signals, such a system is fullys integral can be written as
compatible with existing mobile radio systems, whereas the use
. . . . y M
of multiple antennas at both transmitter and receiver results in @ ~a) @) &
a high degree of diversity. The H-S/MRT(C) offers advantages P = /eXP (—bpq l) > ehatde. (33)
when a large number of transmit antennas and a limited number 0 k=0

of RF chains are available. By choosing the biesbut of N;

Employing [33]

antennas, little signal quality is lost compared with the full-com-

plexity version, while drastically reducing the mvolved hard- (0) b ‘i(q“”d e % (1) d_l ’
ware expenses. We have seen that for a practically useful e -Zcp,kx e v ar=y Z ~@) Pk
P 1=0 (—bpq

ample (V; = 8, N, = 2, SNR= 20 dB), L; = 2 to 3 is a good

compromise between hardware expense and performance.

M g M M

2la) K

k=0 —b k=0

l dxz!
) (34)
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we get
y (1]
Py M M
(@) — € v (1)’ A 4 g
Tyt = 7(9) ~o\ ! p.k dxlx 2]
—0p" =0 (—b,(;’)) k=0
0
Yy
g M k [3]
_ () 1 k! k—l
= @ cqu Z — T [T (35)
—by? = P ( <q>) (k=1
P 0 [4]
Introducingr = k — [, we can write this as
Y (5]
P, M M—r
Ja — _°€ by Zx,, E(q)ﬁ;w
p T P, t :
bz(7q) r=0  t=0 (31(,(’)) ! [6]
0
The total integral thus is 7]
e _p@ [8]
4@ (N, — 1)l — Xp ( q+17J)
7@\ 7@\
( ¢+1 ( q+1) (9]
N,—1
— (Ve =D g \F g
X a kil (bq+1) Y [10]
q M _pla)
1 ~(q) t! » Y
+ Z A—Zcp‘ft — [11]
p=1 b;gq) t=0 (b;q)) bz()q)
} [12]
M M—r
PN~ A L (D)
X Zy > Cprtt v . (36)
r=0  t=0 by (13]

Comparing this expression with the generic expression for thﬁ4]
result of theg + 1th integration

q+1 (g—p+2)(N:—1) [15]
w0+ S ()Y
p=1 k=0
[16]
37) [17]

and matching coefficients, we get the recursion relations
(12)—(16) given in Section Il1-B. [18]

For the last integration, we use the fact that [33] (1]

/a:k exp(—ax)dz = Kla=k—1 (38) [20]
0
so that
[21]
o0 N,—1 (N;—p)(N,—1)
/ 4D+ 3 exp (40 Dk [22]
0 p=1 k=0 23]
Ny—1 . .
X T exp (—xay) d'a, 24
_ ey (= D)
a1’
Ne—1 | (V=p+1) (M=) , [25]
Ne—1 !
+ Z Z /tht ) N\ | (39)
p=1 t=0 (bz() t))
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