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On Optimum MIMO With Antenna Selection

Rick S. Blum Senior Member, IEEEBNd Jack H. Winterg—ellow, IEEE

Abstract—Wireless communication systems with transmit and to be fed back. In particular, the only information fed back
receive antenna arrays are studied when antenna selection is used.js the selected subset of transmit antennas to be employed.
A case with very limited feedback of information from the receiver \while cases with this limited feedback of information from the
to the transmitter is considered, where the only information fed ocaiver to the transmitter have been studied in these papers,
back is the selected subset of transmit antennas to be employed. It . -
is shown that the optimum signaling, for largest ergodic capacity they each assume the transmitter sends a dlffe_rent equ"?‘l power
with antenna selection, is generally different from that which is Signal out of each selected antenna. Transmitting a different

optimum without antenna selection for some range of signal-to- equal power signal out of each antenna is the optimum approach

noise ratios. for the case where selection is not employed [8]. The purpose of
Index Terms—Antenna arrays, antenna selection, channel this paper is to demonstrate that this approach is not necessarily
capacity, fading channels, MIMO. best in cases where antenna selection is employed, which is

a fact that appears not to have been recognized previously.
However, we show that this approach can be best in some
|. INTRODUCTION cases with sufficiently high SNR. For simplicity, we ignore any
HE GREAT potential for achieving high data rate wirelesgelay or error that might actually be present in the feedback
communications using multiple-input multiple-outpusignal. We assume the feedback signal is accurate and instantly
(MIMO) channels formed using transmit and receive antenf@llows any changes in the environment.
arrays has been demonstrated [1], [2] and this lure continues to
attract attention to this topic. A natural concern in the imple- II. MoDEL oOF MIMO CHANNEL

mentation of such systems is the increased hardware required tRirst consider an isolated MIMO link with Rayleigh fading

implement the multiple RF chains used in a standard multiple,y 5 jgitive white Gaussian noise only (no interference). To

fransmit and receive antenna array M.lMO system. A promisi %plify matters assume quasistatic flat fading and initially as-
approach for reducing .complexny while retaining a reasonab me antenna selection is not employed. The vector of com-
large fraction of the high potential data rate of a MIMO apg,

ex baseband samples from the setpfeceive antennas after
proach appears to be to employ some form of antenna selectﬁqgtched filtering is

[3], [4]. Thus one can employ a reduced number of RF chains
at the receiver and attempt to optimally allocate each chain to Y=, s un.) =Hx+n Q)
one of a larger number of receive antennas. In this case only tthe T .
best set of antennas is used, while the remaining antennas 4§ x = (21, ..., z,,)" is the transmitted vector
not employed, thus reducing the number of required RF chaifis, "€ channel matrix with independent entries that are
For cases with only a single transmit antenna where stand§Af" Zero-mean go_mplex Gaussian fading coefficients, and
diversity reception is to be employed, this approach, knowh= (1; ---; 7a,)" iS the additive zero-mean complex white
as “hybrid selection/maximum ratio combining,” has beeff@ussian noise vector. For simplicity we assumeéhe number
shown to lead to relatively small reductions in performanc@f transmit antennas, satisfies < », although more general
as compared with using all receive antennas, for considerabf$€s are easy to handle [8]Hfis unknown at the transmitter,
complexity reduction [3], [4]. Clearly antenna selection can H& IS known [8], [2] that the optimum signaling (to achieve
simultaneously employed at the transmitter and at the receifggodic capacity, maximum mutual information between
in a MIMO system leading to larger reductions in complexity.trans_m'tted and received S|gna_ls) is Gau33|_an w_|th covariance
Employing antenna selection both at the transmitter and tRBXQ = (p/n:)L,, whereL,,, is ann, x n, identity matrix
receiver in a MIMO system has been studied very recen@de is the fixed total transmit power. Lt < Ay--- < Ay,
[5]-[7]. Cases with full and limited feedback of informationP€ the eigenvalues dHEH". Then the mutual information
from the receiver to the transmitter have been considered. TgRditioned orH obtained using this approach is

cases with limited feedback are especially attractive in that they P ny p
allow antenna selection at the transmitter without requiring @s =log, <det <Inr + n—HH”)) :Z log, <1 + n—)\Z) .
1 i=1 1
@)

full description of the channel or its eigenvector decomposition

. MaanJ{script r?]CEiVEd Januaryd17, i002. This vgggksvzvgsoiuf%osf%d Ey tﬂe Athe subscript 0 reminds us a MIMO approach is used. Since
orce rResearc a oratory unaer greement -01-1- , by the = . : .

tional Science Foundation under Grant CCR-0112501, and by AT&T Labs, Mi -%Ise power is normalizeg,is also the SNR [2].
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single stream approach we always pick a fixed transmit weiglfitve use the selection approach that is optimumAdiC, },

vectorw, ,, = (1/y/n, ..., 1//n)* in this paper. In this the cross terms will be averaged to zero due to the symmetry
case we obtain (with optimum linear combining) in the selection criterion. First note that the contribution to the
ergodic mutual information due to the cross terms in (6) is
C1 = logy (1+ p[Hw, , [*). (3) o
The subscript 06’ reminds us a single stream approach is usey(. o /H . Z ’ Z 'Hz‘sz‘j’
In [9] we show thatE{C} < E{log, (1 + (p/ni)A\n,)} < Hm e \g=1 =1, 54
E{Cy,} for cases without antenna selection. S, ol o (Hits ooy Hyy o )JdHiy - dHy, o, (7)

times the constanp/(ns:1n(2)). In (7) fHy, o Ha, . 1S
I1l. ANTENNA SELECTION the probability density function of the channel coefficients,

. the integral is over all values dH, and the selection rule
Now assume that we selee}, < n; transmit antennas and 9

nsgr < n, receive antennas using an antenna selection aI%_ol— = g(H) is important in determining the integrand. If the

rithm. Then the observations from the selected antennas foll \thlmfum selephon rule forE{CM } W'"f select a peltrtlc.ular
the model in (1) withe; andn,. replaced by:,; andn.,. respec- set of transmit and receive antennas for a particular instance
tively andH replaced byH. H is obtained by eliminating thosemc Hy, "".H"“?T from (7), then due to symmetry this
columns and rows of corresponding to unselected transmi ame selection will a!so occur several more times as we run
and receive antennas. Thus we can wHte= g(H) where the rough all the possible vgllues (¢} ST fQInt" _Thus
function g specifies the selection criterion. This criterion wil@ssume that terms W'thq?ﬁ" = a and |H€3” |. = bin (4)
chooseH to maximize the capacity when a fixed transmissiof) ¢ large enaugh to cause the gorrespondlng a”t?“’.‘as fo be
ected by the selection criterion trying to maximize (4)

approach is employed, for example zero-mean Gaussian %ﬁl

naling with covariance matriQ = (p/n.:)L,., or the single tsomEI S%t[*OfH“_’ o H’};:’T'\/grﬁ? dug toﬁ}?e S)Lm'
stream transmission approach we have outlined. me r¥¢( EX ijfi - ~(\/Ef3* ,Vber?), ?,’{;; ) ,'45_
With selection, it follows from [8] that the optimum signaling(vVa<’**, =Vbe/®), (Hij, Hy) = (=v/ac'®, bei#)

is still Gaussian with a covariance mat@x However, the op- and (H,;, Hy,)) = (—y/ae’®", —v/be’# ) will all appear in
timum Q is not necessarilyp/n,)I,., as we now show. For (7). Since each of these four possible values appear for four
simplicity we focus on the case of sufficiently weak signals sequal area (actually probability) regions in channel coefficient
that Taylor series approximations are accurate to obtain (wihace, a complete cancellation of these terms results in (7).

selection) In fact this leads to (7), and the other cross terms like it,
averaging to zero. Thus if we use the selection approach that
nor Mt will maximize E{C), } for both signaling alternatives we find
Oy ~—> Z Z |H;; |2 (4) E{Cy} = FE{C:} and we note that this is the best we can do
st 111(2) i=1 j=1 for E{Oj\{}
2 However, we can do better faE{C;}. Due to the cross
p Uiy U terms in (5) we can use selection to makéC,} > E{Cy}
1~ noe In(2) Z Z Hij ®) by modifying the selection approach which is bestA{iC,}.
=1 ]i=t To understand the basic idea, Ht denote the matrid for

) ) a particular selection of antennas akl’ denote the same
Furthermore we focus on the mutual information averaged o\gliantity for a different selection of antennas. Now consider
the random channel. Then the following theorem states th@jo selection approaches which are the same except the second

Q = (p/ns)I,,,, is not the optimum covariance matrix in someypproach will choosé” in cases where
cases.

Theorem 1: For sufficiently smallp, E{C;} > E{Cy} SR i (2 SN g2
. o L e H";|* = H';;
when optimum antenna selection is employed for both cases. ; Z:l 751 ; Z:l 47341
Outline of the Proof: First consider the antenna selection ;_T Jn_t s T

approach which maximizes the ergodic mutual information for F it
signaling employingQ = (p/ns:)I,.,,. Thus the selection ap- z_; z_:l _lz: ,H i H%y > 0
proach will maximizeE{C), } by selecting antennas based on ;_T Jn_t ’ _n’i 7

the current to make (4) as large as possible. It is important to Z Z Z g/ij}j/f', <0.
note the choice depends on the squared magnitué&,ofThis *
causesE{Cy} = E{C,} if this same selection approach is . ) . . )
applied to the single stream signaling in (5) which we will noySsume the first selection approach is the one trying to maxi-

i=1i=1j'=1,j'%j

justify. mize E{C); } so it will just select randomly if
The difference between (4) and (5) is the cross terms that Nor Mot Nor Mot
appear in (5) which are missing from (4). Specifically, for a SN HP =33 P
giveni these are i=1 j=1 i=1 j=1
Pt Pat since it ignores the cross terms in its selection. From (4) and
Z Z ﬁ[“ﬁ[;] (6) (5), the second selection approach will giVe > Cy, for each

G=1 =1, /5 event where the selection is different. Since the probability of
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Fig. 1. Average mutual informatioB{C'} versush anda with selection and

—9-dB SNR. Fig. 2. Average mutual informatioR{C'} versush fora = v/b+/p — b with
selection and-9-dB SNR. Best performance occurdat a = p/2.

the event that makes the two approaches different is greater than _ _
zero under our assumed model, then the second antenna sélee-p/2 anda = p/2 which corresponds to the single stream
tion approach, which we call the modified approach, will leadpproach. The results are different if we consider laygrl]

to E{C1} > E{Cy}. where we findb = p/2 anda = 0 gives best performance.
Thus if we apply this improvement procedure to the selection
approach that is optimum fdt{Cy, } we will getimprovement IV. CONCLUSIONS

for the single stream approach so t#2{C1} > E{C}. Itis The ergodic capacity of MIMO with antenna selection has

key thatC’y; has no cross terms, so it can't be improved in thigeq, gy died for cases with limited feedback from the receiver to
way. Thus it follows that the single stream approach can k_)e M3HE transmitter. In particular, the optimum signaling scheme has
to be better than t.he approach usfg= (p/”“)I"ff by using been considered. It was shown that the optimum signaling for a
the proper seIecﬂoq approach. Clearly the optimum ‘Q_’eIeCt'Qﬁﬁgle, isolated MIMO link, with antenna selection, is generally
scheme for{C1 } will be at _Ieast as good or better so 'F MUSitterent from that which is optimum without antenna selection.
also giveE{C1} > E{C} if both approaches use optimum, cases with interference the improvement obtained from using

selection. the true optimum signaling approach tends to increase for larger

One_ might wonder why the resul_t in _Theorem 1 O”ffefs frorﬂmterference [11]. Furthermore the optimum approach for cases
those in [8]. A very short explanation is that the effective sta-

. ) Riithout antenna selection tends to be optimum for fewer cases
tlstlgs of H 'are.generally no Ionggr complex Gaussian after S8 the interference is increased.

lection, which is a needed condition for some of the results in
[8]. The reason is that selection is not a linear operation and
the resulting nonGaussianity after selection is well known from

the study of order statistics [10]. Numerical results also indicatel!] J- H. Winters, *On the capacity of radio communication systems with
diversity in a Rayleigh fading environment|EEE J. Select. Areas
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