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Abstract—The performance of a hybrid selection/maximal-
ratio combining (H-S/MRC) diversity system in a
multipath-fading environment is analyzed. With H-S/MRC,
L out of N diversity branches are selected and combined
using maximal-ratio combining (MRC). This technique pro-
vides improved performance over L branch MRC when ad-
ditional diversity is available, without requiring additional
resources (i.e., power consumption, RF electronics). In par-
ticular, we consider independent Rayleigh fading on each
diversity branch without assuming equal signal-to-noise ra-
tio (SNR) averaged over the fading. We analyze this system
using a “virtual branch” technique which results in a simple
derivation and formula for the mean of the combiner output
SNR for any L and N. We further obtain the symbol error
probability (SEP) for coherent reception of M-ary phase-
shift keying (MPSK) and quadrature amplitude modulation
(MQAM).

I. INTRODUCTION

HE CAPACITY of wireless systems in a multipath en-

vironment can be increased by diversity techniques [1].
Diversity gain is typically achieved by selection combin-
ing (SC) or maximal-ratio combining (MRC) [2]. SC is
the simplest form of diversity combining whereby the re-
ceived signal is selected from one out of N available di-
versity branches. In MRC, the received signals from all
the diversity branches are weighted and combined to max-
imize the instantaneous signal-to-noise ratio (SNR) at the
combiner output.

Though a high diversity order is possible in many situ-
ations, it may not be feasible to utilize all of the available
branches. For example, a large order of antenna diversity
may be obtained, especially at higher frequencies such as
the PCS bands, using spatial separation and/or orthogonal
polarizations. Even for a handset, the main limitation is
typically not the handset size (which determines the max-
imum number of antenna elements) but rather the power
consumption and cost of the RF electronics for each diver-
sity branch [3]. For spread spectrum receivers operating
in dense multipath environments, the number of resolv-
able paths (or diversity branches) increases as a function
of transmission bandwidth [4], [5]. However, the available
correlator resources limit the number of paths that can be
utilized in a typical Rake combiner [5].
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This has motivated studies of diversity combining tech-
niques that process only a subset of the available diversity
branches with limited resources (i.e., power consumption,
RF electronics), but achieve better performance than SC.
This reduced-complexity combining system selects the L
best branches (from N available diversity branches) and
then combines the selected subset of branches based on
a chosen criterion. Selecting the “best” branches can be
accomplished by selecting the branches with the largest
SNR or signal-plus-noise [6], [7]. The selected subset of
branches can then be combined using equal gain combin-
ing or MRC [2], [8], [9]. Here, we consider the hybrid
selection/maximal-ratio combining (H-S/MRC) diversity
system which selects the L branches with largest SNR at
each instant, and then combines these branches to maxi-
mize the SNR. We assume that instantaneous channel esti-
mation using a scanning receiver across all possible diver-
sity branches is feasible, such as with slow fading. How-
ever, H-S/MRC also offers improvement in fast fading con-
ditions, and our results serve as an upper bound on the
performance when perfect channel estimates are not avail-
able.

Recently, H-S/MRC has been considered as an efficient
means to combat multipath fading [10], [11], [12], [13].
The bit error rate (BER) performance of a H-S/MRC
Rake receiver was analyzed in [10] for binary differential
phase shift-keying modulation. In {10], the probability den-
sity function (p.d.f.) of the sum of the signals with the
strongest path SNR’s was obtained as a convolution of the
p.d.f.’s of the strongest, the second strongest, ..., and the
L strongest paths.! In [11], the BER performance of
H-S/MRC with only L = 2 and L = 3 out of N branches
was analyzed. The average SNR of H-S/MRC was derived
in [12], where H-S/MRC is referred to as the “generalized
diversity selection combining scheme.” In [13], a “virtual
branch” technique was introduced to succinctly derive the
mean as well as the variance of the combiner output SNR
of the H-S/MRC diversity system.

YWe remark that, in general, p.d.f. of the random variable v =
E{‘zl V(i) is the convolution of the p.d.f.’s of (;) only if the random
variables v(;)’s are independent.
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In this paper, we extend the results of [12] and [13], which
assume independent Rayleigh fading with equal SNR aver-
aged over the Rayleigh fading on each diversity branch, to
the unequal branch SNR case. We analyze this system using
a “virtual branch” technique, similar to that used in [13],
which results in a simple derivation and formula for the
mean of the combiner output SNR for any L and N. The
key idea of the virtual branch technique as applied to the
equal-SNR case [13] is to transform the dependent ordered-
branch variables into a new set of wvirtual branches which
are independent. When the average branch SNR’s are not
necessarily equal, we show here that the virtual branch
technique can also be applied, but the virtual branches are
now conditionally independent. We then express the com-
biner output SNR as a linear combination of the virtual
branch SNR variables. We first obtain the mean of the
combiner output SNR. We further obtain the symbol error
probability (SEP) for coherent reception of AM-ary phase-
shift keying (MPSK) and quadrature amplitude modula-
tion (MQAM). The power of the virtual branch technique
is apparent in the simplicity of the derivations throughout
the paper.

II. DIvERSITY COMBINING ANALYSIS
A. Virtual Branch Technique: The Key Idea

The analysis of H-S/MRC based on a chosen ordering of
the branches at first appears to be complicated, since the
SNR statistics of the ordered-branches are not independent.
Even the average combiner output SNR calculation alone
can require a lengthy derivation as seen in [12]. Here, we
alleviate this problem by transforming the ordered-branch
variables into a new set of conditionally independent virtual
branches, and expressing the ordered-branch SNR variables
as a linear function of virtual branch SNR variables. The
key advantage of this formulation is that it allows greater
flexibility in the selection process of the ordered instanta-
neous SNR values, and permits the combiner output SNR
to be expressed in terms of the conditionally independent
virtual branch SNR variables.

In this framework, the derivations of the mean of the
combiner output SNR as well as the SEP of H-S/MRC,
involving the evaluation of nested N-fold integrals, essen-
tially reduce to the evaluation of a single integral. Note
that the results for SC and MRC are special cases of our
H-S/MRC results.

B. General Theory

Let +; denote the instantaneous SNR of the it diversity
branch defined by

s 2
* Noi’

Vs 1)
where F; is the average symbol energy, «; is the instanta-
neous gain and Ny; is the noise power spectral density of
the & branch. We model the v;’s as continuous random
variables (r.v.’s) with probability density function (p.d.f.)

fr(z) and mean T; = E{y} =E {a?} £= = 0

E,

tNoi*

Let us first consider a general diversity-combining
(GDC) system with the instantaneous output SNR of the
form

N
YGDC = Za'ﬂ/(i) , (2)

i=1
where a; € {0,1}, ;) is the ordered v, i.e., Y1) > v2) >
- > ), and N is the number of available diversity
branches. It will be apparent later that several diversity
combining schemes, including H-S/MRC, turn out to be
special cases of (2). Note that the possibility of at least
two equal v(;) is excluded, since ) # Y5 almost surely
for continuous r.v.’s ;.
For a Rayleigh fading channel, the p.d.f. of the instanta-
neous branch SNR is given by

fule) = | 3)

Let Sy be the set of all permutations of integers
{1,2,...,N}, and 0 € Sy denotes the particular func-
tion o : (1,2,...,N) — (01,09,...,0N) which permutes
the integers {1,2,...,N}. Note that the cardinality of Sy
is equal to N!. Denoting vv) = (Y1), @) --- »Y(v))> it
can be shown that the joint p.d.f. of vq1),v(2), - - - »¥avy for
independent Rayleigh fading is

z
T,

rl,-e i, 0<z <o
0, otherwise .

N
fﬁ(N)({7(i)}i=1) = 4)
N -k
Il ™™ w > > > >0

ceSy k=1~ k
0,

|

It is important to note that the v;)’s are no longer inde-
pendent, even though the underlying v;’s are independent.

Since the statistics of the ordered-branches are no longer
independent, the analysis of the GDC system involves
nested integrals, which are in general cumbersome and
complicated to compute. This can be alleviated by trans-
forming the instantaneous SNR of the ordered diversity
branches into a new set of virtual branch instantaneous
SNR’s, V,,, using the following relation:

otherwise.

N 11
Yy =D [“ﬁ > r} —Vn. (5)
n=k m=1"™

Denoting V' & (V4,Vs,...,Vy), it can be verified that
ther.v.’s V3, Va,... , VN are conditionally independent with
joint p.d.f. given by

frWaknza) = 3 P} £y, (Vakasa [ @)

ogESN

(6)

where fvlg({Vn}f=1 | o) is the conditional p.d.f. of V,

conditioned upon the function o, and
Yo fE ]
peto) = {1 e[ 2|

k=1~ % |m=1"9m

2In our context, the notion of “almost sure” or “almost every-
where” can be stated mathematically as: if N = {7y(;) = 7(;)}, then
Pr{N} = 0 [14], [15].

(7)
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The conditional p.d.f., fv’”({Vn}fj=1 \ o), is given by

ol Wbl Loy = 1,01 | Wiyl Va ) fy 1, (Vv [ ),
(8)

where
L 0< V<o
Vol|o)=4{ ¢ ’ n 9
fV"'”( n‘ ) { 0, otherwise, ©)
with T, defined by
1 11 1]
2= — |- | .
e I E o IR
m=1 m=1" Im

The characteristic function (c.f.) of ¥, conditioned on o is
given by

1
1—july

o}

The instantaneous SNR of the combiner output can now
be expressed in terms of the instantaneous SNR of the vir-
tual branches as

by, |, () S E{etY (11)

N
Yape =Y buVa, (12)

n=1
b = [3
n

Using virtual branches, the derivation of the moments of
the combiner output SNR essentially reduces to the calcu-
lation of the moments of the linear combination of virtual
branch variables that are conditionally independent. The
mean of the combiner output SNR can now be calculated
using the chain rule of conditional expectations as:

;ann} = Zi:lbn EAE {V, | o}}
EN:bn Eg{fn} = ibn

N
Z Pr{c} Z bl .

oSN n=1

where

n ~1 n
3 Fi} =3 (13)
m m=1

m=1

Fape :E{

I

Z Pr{o}T,

g€SN

Il

(14)

Note that the conditional independence of the virtual
branch variables plays a key role in simplifying the deriva-
tion of (14).

C. Symbol Error Probability for GDC over the Channel
Ensemble

The SEP for GDC in a multipath-fading environment
is obtained by averaging the conditional SEP over the

channel ensemble. This can be accomplished by averag-
ing Pr{e | yapc} over the p.d.f. of yape as

Pe,GDC = ]E'YGDG{Pr {e ‘ 7GDO}} (15)

= /(; Pr {e | 7} f’YGDc (7)d73

where Pr{e | yapc} is the conditional SEP, conditioned
on the 1.v. ygpc, and fy.,o(+) is the p.d.f. of the combiner
output SNR. Alternatively, averaging over the channel en-
semble can be accomplished, using the technique of [16],
[17], [18], [19], by substituting the expression for yapc di-
rectly in terms of the physical branch variables given in (2),
as

= ]E{‘m)}{Pr {e | vepc =L, ai'Y(i)}}

0 £Y(1) Y(N-1) N
/OA 1) Pr{e | 22‘:1 ai'y(@)}

X

P 6pe

i

(16)

N
Fromy (v biny) dvawy -+ dvyd) -

Note in (16) that, since the ordered physical branches are
no longer independent, direct use of the methods given in
(16], [17], [18], [19] requires an N-fold nested integration for
the expectation operation in (16). This is alleviated using
the virtual branch technique by substituting (12) into (15)
and using the chain rule of conditional expectations as:

Eqv,1{Pr{e | 7apc = TN, baVa

= E"{E{ana}{Pr {e [16po = S0, ann}

P cpc

)

= Eo{Papcle| o)}, (17)
where
FPepcele l o) e E{Vn[(r}{Pr {e , YoDC = Eﬁle ann} a}
= /coffw--/m Prie| TN baVn } (18)
0Jo Jo

N
X van|a(V" | o) dVs, .
n=1

For many important modulation techniques, it can be
shown that Pr {e | Z,I:;I ann}
N terms, where each term depends only on one of the V,,’s.
We will illustrate this by the following two important ex-
amples.

factors into a product of

C.1 SEP for MPSK with GDC

For coherent detection of MPSK, an alternative repre-
sentation for Pr{e [ 'yGDC}, involving a definite integral
with finite limits, is given by [20], [21], [22]

1 /9 .
Pr{empsk | Yopc} = ;/ e 2o 1500 (19)
0
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where cypsk = 2sin®(nr/M) and © = (M — 1)/M. Sub-
stituting (19) into (18), Pgpc(e | o) for MPSK becomes

1 [® —SMESK SN b,V
e A

© 00 00 oo “'MEgK N
l / / / . / e 2sinZe@ Ln=1baVn (20)
wJo 0 JO [

MPSK(e I 0,)

I

N
X 11+ o (Va | o) dVy, df.
n=1
Exploiting the fact that the V,,’s are independent, (20)
becomes:
MPSK 1 6 N cMpsKba y,
PYSS¥(e | o) =;/O H]EV"U{e Zointe 0} df
1 cmpskbn )
= — dé. (21
W/OHVH]”( 25sin° 0 (21)

The power of the virtual branch technique is apparent by
observing that the expectation operation in (18) no longer
requires an N-fold nested integration.

Using (11) in (21) gives

1 e x sin® @
P H —5,| 40
™ Jo CMPSK—“Fn 4+ sin“ @

n=1
(22)

PMPSK

GDC BIU)=

Substituting (22) into (17), we arrive at the SEP for coher-
ent reception of MPSK using N-branch GDC as

a2
T Pefo} - / _.S.ﬂ___] i
cCSy n=1 L CMPSK 3 Fn—+su1 g

(23)

Thus the derivation of the SEP for MPSK using N-branch

GDC, involving the N-fold nested integrals in (16), essen-
tially reduces to a single integral over 8 with finite limits.
The integrand is an N-fold product of a simple expression
involving trigonometric functions. Note that the condi-
tional independence of the virtual branch variables plays a
key role in simplifying the derivation.

MPSK
Pgape =

D. SEP for MQAM with GDC

For coherent detection of MQAM with M
k, Pr {e | ’YGDC} is given by [19]

= 2% for even

w/2 _ €MQAM
Pr {emqam | YepC} = ¢ '—/ e 2sinZs TSPSqg
0

/4 <
_LL M - enegy | (24)
4 7 0
where ¢ = 4(1 — —\%M), and cyqQaM = T/{%—l Using the

virtual branch technique and a similar procedure as for
MPSK, the SEP for MQAM becomes

. 1/7'/21’—VI sin2 0 i
wJo 1 CMQAM%’-Lf‘n-I-SinQQ

T

a2
w0 b . (25)
cMQAMT"I‘n+sm 0

PYE = 3 Pr{o}

cESN

2Lt
4 7 Jo

n=1

Again, the derivation of the SEP for coherent reception
of MQAM using GDC in Rayleigh fading reduces to two
terms, each consisting of a single integral over € involving
trigonometric functions with finite limits.

IT1. APPLICATION OF GENERAL THEORY
A. Hybrid S/MRC Analysis
In this section, the general theory derived in Section II-

C is used to evaluate the performance of H-S/MRC. The
instantaneous output SNR of H-S/MRC is

YS/MRC = Zm) ) (26)
i=1
where 1 < L < N. Note that ys/mrc = Yapc with
[, i=1,...,L
%= { 0, otherwise. (27)
In this case,
-1
n
[1 5 _1_} o<l
. n |
an’n = mn=] -1 (28)
[—1— I‘l ] {;— otherwise.
n1n=1 om

Substituting (28) into (14), the mean of the combiner out-
put SNR for H-S/MRC can be obtained as

FS/DARC = j{: I)I{U} 2{: [i[jz: E;E—]

g€SN n=1 m=1"m
N n 1 -1
L _— .
+ > [Z F ] (29)
n=L+1 |m=1 ™

Substituting (28) into (23) and (25), the SEP for
H-S/MRC can be obtained as

P.svrc = 9, Pr{c} Py/ypo(e| o),

gESN

(30)

where the expressions for Py /MRG(e l o) for MPSK and
MQAM are given respectively by

Pspnc(e ] o)
1 e L sin? #
—-; o Il' 1 n 1 -1
n= .
CMPSK%[Z Z T ] +5sin? 0
L m=1"9m
N . o
sin“ 0
x 11 — de, (31)
n=L+1 empsk & {Z = ] +sin20
L m=1"9m
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and
MQAM
Pg/nrc (8 lo)
1 w2 L sin® 6
= gq '7? 0 H L = 1 1
=1 .
" CMQAM% — Z +sin2 6
n —~ Top,
N i 02
sin® @
x 1;[ R do
== 1 .
m=bt CMQAM%I:Z T ] +sin?9
L ’I’)’L:l Im
qzl/"/4 L sin? @
47 Jo g 1 & 1 -1
= emQaMi = D +sin? 6
L n = Lo
N .2
sin“ @
x 11 T do. (32)
n=L+1 L Lo
CMOAM & + sin“ @
e ot

B. Limiting Case 1: SC System

SC is the simplest form of diversity combining whereby
the received signal from one of NV diversity branches is se-
lected [2]. The output SNR of SC is

sc = max {7} . (33)

Note that vsc = Yapc with a3 = 1 and a; = 0 for 7 =
2,...,N. In this case,
} —1

- "1
bl = [Z 7
m:1 m
Substituting (34) into (14), the mean of the combiner out-
put SNR for SC becomes
:l -1

Substituting (34) into (23) and (25), the SEP for SC can
be obtained as

P.sc = Z Pr{o} Py(e l o),

cESN

(34)

Fsc = Z PI{O'}

ogESN

(35)

SN

n=1 [m=1"m

(36)

where where the expressions for Pys(e | o) for MPSK and
MQAM are given respectively by

PSI\éPSK(B ‘ 0')
1 /@ INI sin? g
T Jo n=1

= 1
1
CMPSK 3 Z
m=1

Co,,

a9, (37)

=1
] +sin2@

x/2 N in2
-y l/ sin“ @ - a0
T Jo n=1 1 ~ 1
CMQAM 3 Z n +sin? @
L m=1"m J
2 w/4 N 2
gc 1 sin< @
~T - /O Hl R do. (38)
" CMQAM%[Z T ] +sin% @
L m=1"9m J

Alternatively, (35), (37), and (38) can also be obtained
from the H-S/MRC results (29), (31) and (32) by setting
L = 1. This should be expected since SC is a limiting case
of H-S/MRC with L = 1.

C. Limiting Case 2: MRC System

In MRC, the received signals from all diversity branches
are weighted and combined to maximize the SNR at the
combiner output. The output SNR of MRC is given by

N

IMRC = Y V() -
=1

(39)

1 Vi. In this case,

Substituting (40) into (14), the mean of the combiner out-
N

put SNR for MRC becomes
-1
a1 L™ ™

Substituting (40) into (23) and (25), the SEP for MRC

can be obtained as

Note that yyrc = Yepc with a;

bpl'n = [% i (40)
m=1

1
— FU’H’L

> & (1)

m=1

Tmee = 9, Prio}

oeSy

Pe,MRC = Z PI‘{O’} PMRC(e I 0'), (42)

g€SN

where the expressions for Pygc(e | o) for MPSK and
MQAM are given respectively by

Rk (e | o)

1 / ° 0 sin” 0 9, (43)
= - —1 b
4 0 n=1 1 1 =~ 1 )
CMPSK 5 - Z T + sin“ 6
m=1"9m
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and

PyiM(e | o)

MRC
1 /2 N sin? 9
=a= /O 11 O do
=1 .
" cMQAM%[; 3 T ] +sin? @
L m=1 m B
N a2
@1 (/4 sin“ @
- ;/0 };[1 e T do. (a4)
cMQAM3 | ~ Z ™ +sin246
L m=1 m -

Note again that the results for MRC given in (41), (43),
and (44) may also be obtained from the H-S/MRC results
(29), (31) and (32) by setting L = N since MRC is a lim-
iting case of H-S/MRC with L = N.

IV. CONCLUSIONS

We derived the mean of the combiner output signal-to-
noise ratio (SNR) as well as the symbol error probabil-
ity (SEP) of a hybrid selection/maximal-ratio combining
(H-S/MRC) diversity system in a multipath fading environ-
ment. In particular, we considered independent Rayleigh
fading on each diversity branch with not necessarily equal
SNR’s, averaged over the fading. We analyzed this sys-
tem using a “virtual branch” technique which resulted in
a simple derivation and formulas for any L and N. The
key idea was to transform the dependent ordered-branch
variables into a new set of conditionally independent wvir-
tual branches, and express the combiner output SNR as
a linear combination of the conditionally independent vir-
tual branch SNR variables. In this framework, the mean of
the combiner output SNR as well as the SEP of H-S/MRC
were derived succinctly. The results for SC and MRC were
obtained as special cases of our H-S/MRC results. Our re-
sults allow easy analysis of the improved performance for
L < N of H-S/MRC over L branch MRC.
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