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Abstract

In this paper, we extend our previously pub-
lished results on the capacity of cellular systems
to include the effects of shadow fading and power
control. These studies investigate how the reuse
factor can be improved given the knowledge of mo-
biles’ locations. We use square-root power control,
which we prove is the optimal power control strat-

egy.

1 Introduction

A large body of research has been published on the
performance of cellular systems (e.g., [1] - [6]). Most of
these papers present and analyze schemes in which the
granularity of mobiles’ location is the cell size. In this
work, we assume that more information about mobiles’
location is available to the channel allocation algorithm
and show the reduction in the number of channels required
to support some mobiles’ population.

Cellular systems rely on either Fixed Channel Allo-
cation (FCA) schemes or Dynamic Channel Allocation
(DCA) schemes. In FCA, chanrels are permanently as-
signed to cells, usually in some repetitious pattern to en-
sure some level of co-channel interference. In DCA, a pool
of channels is shared among cells, providing the trunking
gain. The actual channel allocation in DCA may be based
on some predetermined allocation rules (e.g., an allocated
channel precludes reallocation within some fixed radius)
or on interference measurement on channels, to determine
whether a channel is allocable to a specific mobile (e.g.,
7).

In our work, we define the maximum packing algorithm
as an algorithm that requires minimum number of channels
(MNC) to support a given number of preallocated mobiles
in each cell. MNC is a static bound and may be used for
comparison of practical channel assignment schemes.

In general, the MNC bound will vary with the loca-
tion of the mobiles. However, our results show that with
randomly-located mobiles (the random locations drawn
from the uniform distribution), the variation in the bound
for different realizations of the random locations is rela-
tively small. Therefore, we use Monte Carlo simulation to
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determine the bound for a few realizations and use these
results to obtain an approximate bound for most cases of
randomly located users.

In practice, we may not need to assign channels to all
mobiles, but can block some percentage of arriving calls.
However, because in any practical system the blocking
probability needs to be extremely small (= 2% for current
analog systems), the MNC including or excluding blocking
will not change significantly.®

As mentioned, our results are static. However, if the
time variations of the mobile density or the probability
distribution function of mobile density is known, one may
readily determine the distribution of the required number
of channels.

This paper is organized as follows: In the next section,
we briefly describe our model and the procedures used to
obtain MNC. In section 3, we summarize previously pub-
lished results, showing the effects of the different param-
eters on the MNC. Additional data showing the effects
of shadow fading and power control on the MNC is dis-
cussed in section 4. Finally, in section 5, we summarize
and conclude the study. In the Appendix, we prove that
the square-root power control strategy used in obtaining
additional data is, in fact, the optimal power-control strat-

egy.

2 Background Information

The following model is used throughout our work:

1. The cellular structure is composed of 33 internal cells,
with a base-station located in the middle of each cell.

2. Except when implicitly stated, fixed number of mobiles
is randomly distributed within each cell.

3. We assume that there is only one co-channel interference
(i.e., the single interferer assumption). This assumption is
justified later in the paper.

4. The up link and the down link channels are paired.

5. Our model accounts for Rayleigh fading of moving (i.e.,
non-stationary) mobiles only and for propagation loss with
Shadow fading (see section 4).

6. We assume TDMA and FDMA channel assignment.

1This claim is suggested by the Figures 2 and 3.



Figure 1: Interference distances

7. Base-stations and mobiles are equipped with omni-
directional antennas.
The parameters used in the study are:
e n - number of mobiles in each cell
e N - total number of mobiles in the system
® o - the interference radius - the minimum required ratio
between the distance from the base-station to the interferer
and the distance from the base-station to the mobile
¢ Pp - the power transmitted by a base-station (we assume
all the base-stations transmit the same power level)
¢ P - the power transmitted by a mobile (we assume all
the mobiles transmit the same power level)
¢ S - the signal’s received power
o [ - the level of received interfering signal
o r - the propagation loss exponent (where applicable, we
assume r = 3.8)
¢ N. = MNC - the number of channels required to accom-
modate the n users under some given conditions
e z - the distance of a mobile to its base-station
o d - the distance of a mobile to other than its own base-
station

The study evaluates the minimum required number of
channels (referred to here also as colors) when some knowl-
edge about mobiles’ location is given, such that some maxi-
mum interference conditions are satisfied. The interference
conditions refer to the acceptable level of interference, so
that two mobiles can be assigned the same channel.

Interference Conditions

We assume that there is some minimum SIR?, termed

SIRmin, required for sufficient system operation. We define

o to be:
o = /STRoin. 1)

As shown in [8] (refer to Figure 1 for distance defini-
tions), the set of conditions to be satisfied to ensure SIR :in
is:

da2a-ra;dp>2a 24 dp > a-zp; da>a-zp (2)

?Signal-to-Interference Ratio
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Evaluating the MNC

First, we draw the location of the n mobiles for each cell
from the uniform distribution. Then a matrix of dimension
N x N is constructed (referred to here as the compatibility
matriz); i.e., each mobile in the whole system is evaluated
with each other mobile and based on the interference con-
ditions (2) it is determined whether the two mobiles can
be assigned the same channel - i.e., two mobiles that sat-
isfy the conditions (2) are declared compatible; otherwise,
they are incompatible.

A graph is then composed, where each mobile in the
system corresponds to a vertex in the graph. Two vertices
are interconnected by an edge in the graph, if and only if
the two mobiles represented by the two vertices are “in-
compatible”; i.e., they cannot be assigned the same chan-
nel. A set of graph coloring algorithms is then employed to
find the minimum number of colors to color the vertices in
the graph, such that no two vertices interconnected by an
edge are colored in the same color. Each color corresponds
then to a channel assigned to the mobiles that the vertices
colored in that color represent. Thus, the MNC equals the
number of colors. Note that the number of colors needed
is at least the size of the maximum clique® in the graph.

For a small number of vertices, finding the number of
colors is a relatively easy task. However, to obtain any
meaningful statistics, instances with large number of mo-
biles need to be evaluated. Thus, since the graph coloring
and the maximum clique problem are NP-complete prob-
lems ([9]), finding the minimum number of colors can be a
complex task, as can be computing the lower bound pro-
vided by the maximum clique size. In this work, we thus
use an algorithm suggested by {10] that, while not find-
ing the exact minimum number of colors required, is re-
markably effective at finding good upper bounds on that
number for the types of graphs we create. We then com-
plement our upper bounds with lower bounds determined
by heuristics for the maximum clique problem, thus pin-
ning the precise value of the MNC* within a narrow range,
and indeed often determining it exactly.

Other approaches to cope with the large complexity of
the problem have been proposed. In particular, simulated
annealing and neural networks® were used ([11]). Our al-
gorithm is significantly faster than the simulated annealing
and neural net approaches and finds bounds that are typi-
cally just as good, or, in the latter case significantly better.

Note that, practically speaking, while knowing the lo-
cation of each mobile may not be possible, all that is nec-
essary for maximal packing is the knowledge of the signal
levels of each mobile’s signal at all the base stations and

3A cligue is a subgraph in which every two vertices are in-
terconnected by an edge.

*That is required to support communication to/from all the
mobiles with SIR greater than SIR,p.

5Such schemes usually suffer from the uncertainty whether
the obtained solution is, in fact, optimal and what is the devia-
tion from the optimal solutions. Our “brute force” scheme pre-
sented here provides either an ‘exact’ solution or tight bounds
within which the optimal result exists.
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the knowledge of each base station signal at all the mobiles.
With such knowledge, the resulting SIR for a specific chan-
nel allocation can be calculated. This, in turn, can be used
to determine the compatibility of the mobiles under such
an allocation.

3 Bounds on the Number of Channels

In this section, we show the effect of the various system
parameters on the minimum number of channels, N..
o The effect of the number of mobiles per cell is shown
in Figure 2, demonstrating that the number of channels
increases linearly with the mobile density, measured here
in mobiles-per-cell. The results shown in this figure were
obtained with a = 2.0, which corresponds to reuse pattern
of 3. The slope of the curve in the figure is about 1.6.
Thus, for o = 2, the reduction in the number of channels
offered by maximal packing vs. fixed reuse pattern (e.g.,
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Number of users per cell

Figure 5: Number of channels as a function of mobile
density for uniformly distributed mobiles
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Figure 6: Cumulative probability distribution func-
tion of the mobiles’ SIR
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FCA) is approximately a factor of 2.

¢ The effect of the interference radius, shown in Figure 3,
demonstrates the dependence of the number of required
channels on the interference radius, o, for the maximal
packing scheme. The results were obtained for 90 mobiles
per cell. This figure also compares the relative reduction
in the number of channels of the maximal packing scheme
with the maximally-packed FCA scheme.® The gain of
the maximal packing algorithm compared to maximally-
packed FCA is approximately constant at about 40% over
the range of a =2 to @ = 7.

¢ The effect of direction (azimuth) ignorance is shown in
Figure 4. Results in this figure were obtained with o = 2.0.
As an example, for 90 mobiles per cell, the number of re-
quired channels with no knowledge of direction is reduced
by 24%, compared with the reduction of 52% when the di-
rection is also known. In a practical system, it may suffice
to measure the received powers between the mobiles and
their associated base-station instead of the distances.”

o The effect of mobile distribution within the cell is shown
in Figure 5, where the improvement of fixed location (on
a uniform grid) over random distribution is demonstrated.
This improvement, which is about 15%, is due to the elim-
ination of “hot spots,” that occur in the random distribu-
tion. The results were obtained with a = 2.0.

¢ In [8], it was shown that full power control has no effect
on the number of channels. However, square-root power
control, as discussed in the next session, can considerably
affect the MNC.

o The “single-interferer” assumption was shown to affect
the results only marginally. Figure 6 depicts the proba-

6The maximally-packed FCA scheme assumes that the chan-
nel assignment is fixed to the cells, but is not necessarily
repetitious.

"When power control is performed, additional information
on the transmitted power needs to be conveyed to the receiver
site.

I
7
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bility distribution function of the mobiles’ SIR, when the
allocation was done relying on the single-interferer assump-
tion. The figure indicates that only about 7% of the users
have their SIR below the designed-for SIRmin (assuming
r = 3.8 and a=2.0). Consequently, the corresponding er-
ror in the minimum number of channels due to the single-
interferer assumption may be considered negligible.

¢ The effect of subdividing cells into subcells is shown in
Figure 7. The granularity of mobiles’ location is now lim-
ited to the size of the subcell. As shown, subdivision into
approximately 20 subcells suffices for the MNC to be ‘close’
to the limiting case where the location of the users is per-
fectly known (i.e., granularity is zero, or the number of
subdivisions is infinite).

4 Effects of Shadow Fading and Power
Control

In this section, we present some results showing the
effect of shadow fading and power control on the perfor-
mance of the maximal packing scheme.

Shadow fading is modeled as a random variable (©) of
log-normal distribution with 0=8 dB and with propagation
exponent 7=3.8. (In the case where there is no shadow fad-
ing, the propagation loss exponent remains at r=3.8.) It is
assumed that the shadow fading is transmission direction
independent; i.e., its value for the up- and the down-link
between two points is the same.

The power control strategy is to partially compensate
for the propagation with the shadow fading. We use
square-root power control, which is proven in the Ap-
pendix to be optimal (see also [12]). The square-root power
control effectively reduces the loss (with or without the
shadow fading) to half of their values in dB.

The results are shown in Figure 8. The shadow fading
affects the compatibility matrices, making them consid-
erably less sparse. This causes larger range between the
lower and the upper bounds, making it more difficult to
draw definite conclusions.

Nevertheless, Figure 8 shows the improvement of the
power control mechanism, both with and without the
shadow fading. An interesting observation is that the
shadow fading may actually reduce the number of required
channels, especially for large «. This conclusion can be
intuitively justified by observing that the shadow fading
tends to more ‘positively’ affect the mobiles that are fur-
ther away from the base-station than the mobiles closer to
the base-station. And since, because of the uniform dis-
tribution, there are more mobiles further away than closer
to the base-station, the overall effect is an increase in the
compatibility among mobiles. The ‘positive’ effect men-
tioned above refers to the fact that the shadow fading ei-
ther increases or decreases the effective distance of the mo-
bile from the base-station. Thus two incompatible mobiles
may become compatible by decreasing their distance from
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the base-station. (Increasing the distance of two compat-
ible mobiles may render them incompatible. Yet, because
of the smaller number of mobiles closer to the base-station,
this tendency is a less favorable one.)

This effect is of particular importance for large o-s,
since small changes in the effective distance of a mobile
to a base-station may be enough to convert a larger num-
ber of incompatible to compatible mobiles.®

5 Concluding Remarks

In this paper, we have investigated the performance
of the maximum packing algorithm for cellular structure.
Our r1esults are innovative in the sense that the channel
assignments are done based on the knowledge (or limited
knowledge) of the mobiles’ locations. Thus, the cellular
structure does not, by itself, limit the reuse of channels.
An example of such a system is one in which the mobiles
(and the base stations) measure the amount of interference
to determine the available channels. The assignments are
then done based on these measurement results.

Our investigation used heuristics for graph-coloring and
clique-finding to obtain bounds on the minimum number
of channels needed in each situation. The heuristics were
chosen both for their speed and for the quality of bounds

81t is as if the changes in the effective distance due to the
shadow fading are amplified by o.
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they yielded, and in these respects seemed to significantly
outperform other methods such as simulated annealing and
neural nets.

The results of this study indicate that the maximal
packing scheme presented here can reduce the number of
channels by nearly a factor of 2, for an interference radius
of 2.0. When only the distance (or power level) between
each mobile and its nearest base station is known, the re-
duction in the number of channels is somewhat modest,
25% for interference radius of 2.0. More uniform mobile
distribution reduces the number of required channels, since
mobile clustering tends to reduce the channel reuse. We
found about a 15% difference in the number of channels
between the random (uniform) and fixed (on square grid)
cases (for interference radius of 2.0).

We have proven the optimality of the square-root power
control strategy and investigated its performance, showing
that the square-root power control reduces the nuraber of
channels by about 20% for « = 2 to more than 30% for
a = 7. Furthermore, we have justified that the single-
interferer assumption used throughout our study corre-
sponds to a small 7% error (for r=3.5) in the number of
channels. Additionally, our results are also valid (with
some minimal error) when a small amount of blocking is
allowed in the system.

Finally, we have investigated the effect of the shadow
fading, surprisingly concluding that shadow fading may, in
fact, reduce the required number of channels, especially for
large interference radii. The observed degradation due to
the shadow fading at small a-s is relatively minor.

The schemes shown here may be of particular interest
to PCN, where the user density may be considerable and
efficient spectrum reuse may be crucial.
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7 Appendix

In the Appendix, we prove the optimality of the square-
root power control strategy with and without shadow fad-
ing. More precisely, we prove that when the propagation
loss is compensated by adding (in dB) a fraction of the loss
and fading, the optimal coefficient for such compensation
equals 0.5 .

The definitions of distances are given in Figure 1. Ad-
ditionally, we denote by Pr{A), where F and A equals
M1, Mo, By, or Bs, the power from mobile or base F' re-
ceived at mobile or base A. ©Op4 represents the shadow
fading (random variable) between F and A, where F and



A can be either a mobile or a base-station. Finally, % is
the propagation loss compensation constant.

We start by evaluating the power from the mobiles re-
ceived at their base-stations including the compensation
factor®:

Pur,(B1) = PuOu, B, (OMl 5 ) ) (3)
151
1 [

Pury(B2) = PuOuy b, (OM - ) ~ 4)
242

Similarly, we evaluate the power received at the base-
stations from their mobiles after compensation:

PBl(M1)=PB®M1Bx (@MIB > s (5)
1By
1 3

PB2(M7) = PB@Msz (GM 5 ) . (6)
282

Now, we evaluate the interference level of mobiles on
other than their base-stations and of base-stations on other
than their mobiles. Note that in these equations, the com-
pensation is based on the signal path'®, while the fading
is based on the interfering path®!.

) »
1

L3
b
By

O,

1
On, B,

Purr, (Bz) = PvOn, B, < (7

Prro(Bi) = PuOn, B, < (8)

1 3

Pp,(M;) = PpOum, 5, (@M = > : (9)
14

Pg,(M,) = PO, B, (GM - ) . (10)
202

In order for the two mobiles to be compatible, the power
levels must satisfy the following set of conditions:

Py (B1) 2 @ - Pagy(B1) (11)

P, (B2) 2 @ - Pa,(B2) (12)

PB;(Ml)ZaT'PB2(M1) (13)

Pp,(M2) 2 o - Pp,(M2) (14)
Substituting equations (3) and (8) into the inequality
(11) results in:

9Note that, in practice, the compensation is done at the
transmitting end by increasing the transmitted power based on
the measurements at the receiving end.
10Path between base-station and its mobiles or between mo-
bile and its base-station
11E g, path between a base-station and other than its mobiles
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1
O, B,

PM@MIEI ( ) 2 aTPMeMzBl (

which can be further rearranged to give:

).

(15)

Om, B,

a"On;p, < (@M1E1)1—K (Om;B,)" - (16)

Similarly, substituting equations (6) and (9) into the
inequality (14) results in:
>K

) > o " PpOu, B, <
(17)

which after rearrangement yields:

1
O, B,

1
PB@MQBQQ»‘; (@M -
2B2

ar®M251 < (eMlEl )N (91\’12132)1_'c . (18)

In order to maximize the probability of the two mobiles
being compatible, we need to maximize the minimum of
the righthand sides of inequalities (16) and (18) with re-
spect to k. l.e., we will attempt to find:

max, {min [(@MlEl)K : (eMsz)l_K] ,

[(®M1 Bl)l_’c ' (eMsz)K] } : (19)

Since in (19) one term is an increasing while the other

is a decreasing function of x, the maximum of the mini-

mum of the two terms occur when the two terms are equal.
Thus:

(@Mxﬁx )K ' (GMQEQ )1“'6 = (®M15’1)1_R ' (eMzBe)K » (20)

which, after some manipulations and for arbitrary ©a, 5,,

and O um,B,, yields:

1

3 (21)

Proceeding with the inequalities (12) and (13) in a simi-
lar manner yields the same optimal value for 5. The above
proof assumed the presence of shadow fading. Substitut-
ing Oxy = «; " for all X and Y, where z; is the distance
between X and Y, proves the optimality of k = 0.5 for the
no shadow fading case.

K =
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