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Abstract—The purpose of this paper is to demonstrate the potential
for electrical signal processing to mitigate the effect of intersymbol
interference in long-haul fiber-optic systems. Intersymbol interference in
long-haul fiber-optic systems can severely degrade performance and
consequently limit both the maximum distance and data rate. The
sources of intersymbol interference include nonlinearity in the laser
transmitter, chromatic dispersion in systems operated at wavelengths
other than the dispersion minimum of the fiber, polarization dispersion,
bandwidth limitations in the receiver, and mode partition fluctuations. It
is expected that longer, repeaterless spans made feasible through the use
of optical amplifiers will increase the need for the processing techniques
described in this paper.

In this paper we discuss several techniques for reducing intersymbol
interference in single-mode fiber systems with single-frequency lasers,
and we show which techniques are appropriate at high data rates in
direct and coherent detection systems. In particular, we analyze the
performance of linear equalization (tapped delay lines), nonlinear can-
cellation (variable threshold detection), maximum likelihood detection,
coding, and multilevel signaling. Our results, for a simulated binary 8
Gbps system, show that simple techniques can be used to substantially
reduce intersymbol interference, increasing system margin by several dB.
In particular, a 6-tap linear equalizer increases the dispersion-limited
distance (due to chromatic or polarization dispersion) by 20% (or
reduces the optical power penalty by as much as a factor of two) in
direct detection systems, even when the distortion is nonlinear. A novel,
but simpl li llati technique (adjusting the decision
threshold in the detector based on previously detected bits) can more
than double the dispersion-limited distance and /or data rate.

1. INTRODUCTION

N this paper we demonstrate the potential for electrical signal

processing techniques to mitigate the effect of intersymbol inter-
ference (IS) in long-haul fiber-optic systems. Intersymbol interfer-
ence is a major impairment in long-haul fiber-optic systems that
limits both the transmission distance and data rate. Intersymbol
interference can have many sources, including laser nonlinearity,
mode partition fluctuations, nonideal receiver frequency response
characteristics, and chromatic and polarization dispersion. It is the
variation in these impairments from device to device, along with the
evolution of data technology, that makes intersymbol interference so
difficult to predict in future lightwave systems.! For example, the
advent of optical amplifiers will make longer repeaterless spans
feasible, and the processing techniques we describe may be needed
to compensate for the overall ISI on such links.

In [1] we described, in qualitative terms, a wide variety of
techniques to reduce intersymbol interference in lightwave systems.
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In contrast to the usage of the term in voice-band modems, ISI in
fiber-optic systems refers to both linear and nonlinear distortion introduced
by data symbols other than the one currently being detected.

These included receiver signal processing techniques, such as linear
equalization, nonlinear cancellation, and maximum likelihood detec-
tion, which can be made adaptive and thus capable of optimizing
system performance over a wide range of impairments and device
characteristics. Here, we analyze in detail these receiver signal
processing techniques in long-haul fiber-optic systems with single-
mode fiber and single-frequency lasers.” We propose practical
methods for implementing these techniques in high data-rate sys-
tems, and we show examples of the substantial performance im-
provement obtainable with these techniques.

First, we discuss the long-haul fiber-optic system and the sources
of intersymbol interference. We then consider several receiver
signal processing techniques and describe how these techniques can
be implemented. These techniques include linear equalization (via a
tapped delay line), nonlinear cancellation (using variable threshold
detection), maximum likelihood detection, coding, and multilevel
signaling. Finally, we report the performance of the techniques with
laser nonlinearity, mode partition fluctuations, nonideal receiver
frequency response, chromatic dispersion, and polarization disper-
sion in a computer simulated 8 Gbps system using measured laser
and receiver characteristics. Results for this system show that, in
some cases, these techniques can increase the system margin by
several dB. In particular, a 6-tap linear equalizer increases the
dispersion-limited distance (due to chromatic or polarization disper-
sion) by 20% (or reduces the optical power penalty by as much as a
factor of two) in direct detection systems, even when the distortion
is nonlinear. A novel, but simple, nonlinear cancellation technique
(adjusting the decision threshold in the detector based on previously
detected bits) can more than double the dispersion-limited distance
and/or data rate. The discussion of these results should provide
insight into the performance improvement possible in other systems
as well.

In Section II we describe the long-haul system. Techniques for
reducing intersymbol interference are described in Section III. In
Section IV we present results for the performance improvement with
these techniques. Finally, a summary and our conclusions are
presented in Section V.

II. SYSTEM

Fig. 1 shows a block diagram of a long-haul fiber-optic system.
The nonreturn-to-zero (NRZ) input data stream x(¢) is filtered [by
the transmit filter® with frequency response H,(f)] and the filtered
signal, x,(¢), modulates a single-frequency (distributed-feedback,
DFB) laser, producing the signal x(#) which modulates the electri-
cal field described by (1). Alternatively, the data stream can be used
to externally modulate the laser (to avoid laser nonlinearity). The
transmitted electric field (optical signal) is given by

E=(a,E, +a,Ee?)e P x(t) (1)
where a, and a, are unit vectors in the x and y directions,
respectively, 6 is the angle that determines the signal polarization, 8

2Equalization techniques for multimode fiber systems have been studied
previously for multimode [2] lasers.

This filter is used to reduce the high bandwidth components of the
modulating signal and thereby reduce laser nonlinearity (chirp).
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is the propagation constant, and z is the direction of propagation.
For direct modulation,

x(1) = /P (1) e/¢ctt+ < x2(0) gisct )

where w, is the (radian) lightwave frequency, P(f) is the optical
power, and £ x,(t) is the phase angle of x,(#). The phase varia-
tion d¢(f)/dt is referred to as chirp, while the amplitude variation
in P(t) versus /| x,(t)| (since the laser output power is propor-
tional to the input current) is referred to as relaxation oscillation.
We refer to these two effects as laser nonlinearities. With external
modulation, the complex waveform is given by

x(t) = ei(wcr+¢(t)) /| xl(’)| ej‘ xq(8) (3)

where ¢(¢) is the phase noise of the laser. Note that the laser
power, | x()|?, is proportional to the electrical signal x,(¢). The
transmitted optical signal passes through a fiber with frequency
response H (f), which may have chromatic [3] and polarization [4]
dispersion. Chromatic dispersion will have a significant impact on
system performance if the laser frequency is different from the
dispersion minimum of the fiber (which is 1.3 pm in a standard fiber
and 1.55 pm in a dispersion-shifted fiber). In this case, the domi-
nant chromatic dispersion is linear delay distortion, and the fre-
quency response of the fiber is given by [3]

Hc(f) = e—j(xfz’ a =

where L is the fiber length, D(N) is the linear delay coefficient, and
N is the wavelength (= 27c/w,.). For example, for a 1.55 um
signal in a standard fiber, D(N) = 17 ps/km/nm. At the receiver,
the optical signal, s,(#) = 4 (£)® x(¢) [where ® denotes convolu-
tion and A4 (¢) is the Fourier transform of H (f)], is converted to
an electrical signal by a photodetector (usually an avalanche photo-
diode APD).

With direct detection, as shown in Fig. 1, the electrical signal,
s¢(1), is proportional to | s,(¢)|?. Alternatively, coherent detection
can be used (see [1]), where the received optical signal is mixed
with a local oscillator optical signal (at approximately the same
frequency as the received signal) to generate an IF electrical signal
whose envelope is proportional to s,(f).

Noise in the electrical signal is due to both shot noise in the
reccived signal and thermal noise in the receiver (i.e., the preampli-
fier). With direct detection, noise in the electrical signal is primarily
due to thermal noise in the receiver because of the limitations of
present-day detectors. With coherent detection, the shot noise is due
to both the received and local oscillator signals. If the local oscilla-
tor signal is strong enough, the shot noise dominates the thermal
noise [5], and it is known that the high-intensity shot noise can be
modeled as additive, Gaussian noise [6]. Thus, we will assume that
the only noise in the electrical signal is additive, Gaussian noise (as
is true in practical receivers). Consequently, we do not need to
consider the received optical signal from a quantum physics point of
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view, i.e., a system model that contains shot noise is not needed (in
contrast to earlier papers on lightwave equalization, ¢.g., [7]).
Polarization dispersion can be characterized mainly in terms of
first [4] and second order (in frequency) effects [8). The first-order
effect is a delay in the signal in one polarization relative to the delay
in the signal in the other polarization. Thus, with direct detection
and first-order polarization dispersion effects, since signals in or-
thogonal polarizations add powerwise at the receiver, the electrical
signal is given by the linear combination of the individually de-
tected signals,
)

5(8) = a,(1s,(1) |2 + a| syt + 7)|?)

where a, is the conversion constant between the optical and electri-
cal signals, o« is the ratio of the signal strengths in the two
polarizations, and 7 is the time delay between propagation in the
two polarizations. With coherent detection, the receiver is polariza-
tion sensitive, and the effect of polarization dispersion depends on
the receiver technique used. Because of the wide variety of coherent
system receiver techniques (e.g., [9] and [10]), in this paper we
note only that the signals in the two different polarizations add
powerwise (with both direct and coherent detection) and will not
further discuss polarization dispersion in coherent systems (see [4]
for the effects of first-order polarization dispersion on different
modulation formats). The second-order polarization dispersion ef-
fects are linear delay distortion that differs in sign in the two
polarizations and a cross-coupling of power between the polariza-
tions at the receiver. Since linear delay distortion is considered in
this paper (for chromatic dispersion in the fiber), we will only
present results for the first-order effects of polarization dispersion in
this paper (see Section IV).

Next, the electrical signal is amplified and filtered to increase the
signal-to-noise ratio (where the receiver frequency response Hyg(f)
is due to both the frequency characteristics of the receiver filter and
the amplifier), producing an output signal v(f) = hg(#)®s,(¢).
This signal is detected by comparing the signal level, during a short
period of time at the peak opening of the eye of the signal (e.g., 20
ps for an 8 Gbps data rate), to a decision threshold.

Intersymbol interference in the detected signal can be caused by
laser nonlinearity, chromatic dispersion, polarization dispersion,
and nonideal receiver frequency response. The laser nonlinearity
and the receiver frequency response will vary among devices, and
polarization dispersion will vary slowly over time (e.g., on the
order of hours). Chromatic dispersion is reasonably fixed for a
given length of fiber, but its effect on system performance depends
on laser nonlinearity and receiver frequency response, which can
vary. This suggests that adaptive signal processing structures may
be required.

In addition, mode partition fluctuations [11], [12] in combination
with chromatic dispersion can cause random intersymbol interfer-
ence. Mode partition fluctuation refers to the random amplitude
variation in the side mode (or modes) of a nearly single-frequency
laser. With chromatic dispersion, the side mode has a different
propagation delay than the main mode, and thus produces intersym-
bol interference, which may extend over several bits. Higher side
mode amplitudes mainly occur at low-to-high transitions in directly
modulated lasers, but may also occur while the laser output power is
constant. Although the amplitude of the side mode is usually small,
occasionally the amplitude may be large enough that the resulting
intersymbol interference closes the eye at the receiver, resulting in
an error rate floor. The amplitude may be high for just one bit, but
in some devices, at Gbps data rates, may remain high for several
bits. The amplitude distribution of the side mode is difficult to
characterize and varies substantially with laser operating conditions
and among devices.

A key issue in the effectiveness of intersymbol interference
compensation techniques is the linearity* of the intersymbol inter-

“That is, whether or not the intersymbol interference in the electrical
signal at the symbol detector can be considered as a superposition of
intersymbol interference from symbols other than the symbol to be detected.
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ference. The linearity of the intersymbol interference determines
whether linear or nonlinear equalization techniques are more appro-
priate. Below, we consider the linearity of the various impairments.

Linear distortions include the receiver frequency response and
polarization dispersion (first-order effect). Laser nonlinearity is, of
course, a nonlinear distortion. Chromatic dispersion (and also the
second-order polarization dispersion effect of linear delay distortion)
is a linear distortion in the optical fiber; however, whether this
distortion is linear at the detector [i.e., v(#)], depends on the
transmitter and receiver techniques used. Specifically, chromatic
dispersion appears as linear distortion in a coherent receiver [13],
[14], but as long as the laser linewidth is smaller than the data rate
(as is the trend for high data rate systems using state-of-the-art DFB
lasers—see [7] for multimode laser systems where chromatic disper-
sion is a linear distortion), this form of dispersion appears as
nonlinear distortion in a direct detection system [3]. However, even
though the distortion is, in general, nonlinear, linear equalization
can still be useful (see [29], Appendix, and Section IV).

II1. COMPENSATION TECHNIQUES
A. Linear Equalization

To compensate for linear distortion, a linear equalizer (transver-
sal filter) can be used between the receiver filter and the detector. In
particular, we will consider the (analog) tapped delay line imple-
mentation of the equalizer® with N taps with tap weights c;,
i =1, N, as shown in Fig. 2. Note that the equalizer output signal
y(t) is given by

50 = £ ople= (7= 1)7). ©

Since the receiver filter bandwidth is usually much less than the
signal bandwidth (to reduce receiver noise), the tap spacing (7')
need only be the symbol period, i.e., the equalizer is a synchronous
linear equalizer (a fractionally spaced equalizer is not needed in this
case to reduce the ISI, although such an equalizer can reduce the
equalizer noise enhancement—see Section III-A-2). At high data
rates, symbol delays can be implemented by a short transmission
line (e.g., less than 4 cm at 8 Gbps), and the weights can be
implemented by a variable-gain amplifier. An even simpler structure
for the tapped delay line is shown in Fig. 3 (as suggested by Kasper
and Mizuhara), where a transmission line is used to produce the
delays. Negative weighting is achieved by weighting the inverted
input signal, and the weights can be implemented by single transis-
tors rather than amplifiers.

Since, in many cases (e.g., with laser nonlinearities such as chirp
and relaxation oscillation), most of the intersymbol interference is
due the symbols preceding the detected symbol, there may be more
taps for the precursor symbols than for the future symbols. This is
discussed further in Section IV. Other performance issues include
weight adjustment techniques, the noise enhancement of the equal-
izer, and the linearity of the distortion. These issues are discussed
below.

1) Weight Adjustment Techniques: The weights can be preset
in the factory or set by craftsman during installation. With .manual
adjustment, the weights can be set to minimize the bit error rate or
maximize the eye opening (system margin). However, manual ad-
justment to optimize these parameters may be difficult when there

3Such an equalizer has been implemented at 8 Gbps [15].
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o = {cl ifc, >0
0  otherwise
and
c__:{fc1 ifc; <0
! 0 otherwise..

are more than a few weights, or when the optimum weights vary
significantly among receivers (i.e., with variations in device charac-
teristics). In addition, manual adjustment cannot be used to compen-
sate for variations in devices over time (e.g., with temperature) or
to track polarization dispersion. In these cases, some type of adap-
tive algorithm must be used.

Two celebrated adaptive algorithms are the least-mean-square
(LMS) algorithm of Widrow [16] and the zero-forcing algorithm of
Lucky [17], [18]. Fig. 4 shows adaptive equalizers using these two
algorithms. For the least mean-square-error algorithm, the weight
update equation is given by
cj'-‘“ k=12,

j=1,2,N

(7a)

— ck
=cj + Aeve_y,

or in vector notation
(7v)

where cl’f is the jth tap weight during the kth symbol period, A is a
small constant that controls the magnitude of the weight adjustment,
v, is the input signal to the equalizer during the kth symbol
interval, and ¢, is the error in the equalizer output signal y, given

by
e = (I = ¥i) (8)

where I, is the kth output symbol. In (7b), ¢, is the vector of tap
weights and v, is the vector of samples in the delay line at the kth
sampling instant. The essential function of the algorithm is to
multiply (or correlate) the error signal by the received line samples.
Since the error rate at the receiver is assumed to be negligible in
long-haul systems (<107°), the detected output symbol is virtually
the same as the actual transmitted symbol. In this paper, we assume
that it is the same. For the zero-forcing algorithm, the weight update
equation is given by

Cha1 = €+ Agvy

k=12,

(%2)
(9b)

and the error is correlated with the data decisions. Neither of these
algorithms necessarily adjusts the weights to minimize the bit error
rate or to provide maixmum system margin. The mean-square-error
algorithm minimizes the variance of the error signal, while the
zero-forcing algorithm minimizes the peak distortion. The zero-
forcing algorithm is only effective at minimizing peak distortion
when the unequalized eye is open. With modest amounts of linear

k+1 _ Lk
cit = + Ay,

Cryq = Cp + Agp 1y,
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Fig. 4. Adaptive linear equalizer using (a) the mean-square-error algorithm
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ISI and thermal noise, both equalizers produce distortion-free out-
puts and provide performance close to the optimum.

At the high data rates of long-haul systems, generating analo%
samples of signals is very costly and, hence, may not be practical.
Thus, single bit accuracy samples (+ 1) must be used’” whenever
possible. Two algorithms that provide single-bit accuracy are the

SSince the analog sample of the error ¢, gives the eye opening, it is also
useful for determining the system margin and showing degradations before
bit errors occur. Thus, analog sampling of the error may be worthwhile,
even if it is not required for weight adaptation.

For the remainder of this section, plus Sections III-B and III-C, we will
restrict our attention to binary signaling (on-off keying). The analysis can
easily be extended to M-level signaling.
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sgn-sgn mean-square-error algorithm [17]

et = ¢k + Asgn(e) sen (v ), (102)
i1 = ¢ + Asgn(e)sgn(vy), (10)

and the modified zero-forcing algorithm [17], [19]

(11a)
(11b)

& k
gl =ck+ Asgn ()1,

Crr1 =+ Asgn(e )1,

Quantizing the signal samples reduces the rate of convergence of the
algorithms (which is not a major concern, since channel impair-
ments should change very slowly with time—on the order of hours
or longer). Of more concern, especially for the sgn-sgn LMS
algorithm, is the steady-state weights. Since the direction of the
correction term (sgnv,) is different than for the LMS algorithm
(vy), the weights may settle at a different value. However, for the
quantized version of the zero-forcing algorithm (11), the direction
of the correction term (7,) is the same as for the unquantized
algorithm, and the algorithm converges to the same weights as the
continuous version (9) (when the eye of the received signal is open
[neither algorithm works when the eye is closed]). Quantizing the
signal samples does make the equalizer more sensitive to DC offsets
in the signals, however. (This is discussed further in Section IV.)

Fig. 5 shows a possible implementation of the quantized (discrete)
zero-forcing adaptive algorithm. The detected bits, the I,’s, are
used to adjust the threshold of a second detector that compares the
received signal samples to the predicted levels for ones and zeros
(i.e., determines the signum of the error). An even simpler tech-
nique [20] is to set the decision threshold in the second detector to
that for the predicted level for a one, and to only use the signum of
error when a one is detected. This eliminates the need to vary the
decision threshold in the second detector. (However, this equalizer
is even more sensitive to dc offsets in the signal, as shown in
Section IV). Once the sgn (¢;) and I, values have been determined,
the multiplications (by =+1, i.e., sign inversion) and additions
required for weight adaptation can be done at a much slower rate
(e.g., by a microprocessor). Thus, the only costly hardware for the
adaptive algorithm is the second detector.

It is well known that the (unquantized) mean-square-error algo-
rithm gives better performance (i.e., lower bit error rate or higher
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system margin) than the zero-forcing algorithm because it minimizes
both the intersymbol interference and thermal noise, while the
zero-forcing algorithm only minimizes the intersymbol interference
(the noise enhancement of the equalizer is studied below). Further-
more, unlike the zero-forcing algorithm, when supplied with a
training sequence the mean-square-error algorithm also works when
the eye of the received signal is closed. However, the implementa-
tion practicalities of Gbps operation preclude analog sampling of the
signal (as required for weight adaptation by the LMS algorithm)
and, as mentioned above, the quantized version of the mean-
square-error algorithm (10) is not guaranteed to converge to the
same weights as the continuous version (7). In fact, with the eye
open, the quantized version of the mean-square-error algorithm (10)
is identical to the quantized version of the zero-forcing algorithm
(11), since I, _; = sgn(v,_;). Thus, with the eye open, the quan-
tized version of the mean-square-error algorithm has the same
performance (in terms of convergence and steady-state error rate) as
the quantized zero-forcing algorithm. However, the quantized
mean-square-error algorithm requires samples of the received signal
(before equalization) in addition to the samples of the error signal
required by the zero-forcing algorithm. Thus, the quantized version
of the mean-square-error algorithm requires twice as many detec-
tors, yet gives the same performance as the quantized zero-forcing
algorithm, when the eye is open. Furthermore, when the eye is
closed, the quantized mean-square-error algorithm may not work.
Thus, the quantized zero-forcing algorithm is preferred over the
quantized mean-square-error algorithm for our application, when we
know a priori that the eye is open. However, when we know a
priori that the eye is sometimes closed, the continuous version of
the mean-square-error algorithm (7) may be used to track variable
impairments. Note that while the mean-square-error algorithm may
be difficult (or costly) to implement at high data rates because
analog samples are required, the performance results obtained using
this algorithm can be used as a lower bound on the performance
improvement that can be obtained the manual adjustment of the
weights to minimize the bit error rate or maximize system margin,
when the impairments are fixed.

The performance criterion we will consider in this paper is the
optical signal power penalty due to intersymbol interference (i.e.,
the increase in received optical signal power required to maintain
the same eye opening with intersymbol interference), which can be
derived from the minimum eye opening over all input bit sequences.
The minimum eye opening is the minimum sampled signal value for
a “‘1”’ minus the maximum sampled signal value for a ‘“0,”” with no
noise at the receiver. Thus, if the difference between the signal
levels for a *‘1°” and a “‘0”” without ISI is Y, the minimum eye
opening (in percent) is given by

min (y./I; = 1) - m:lx (¥i/I = 0)

eye opening = ¥ 100
(12)
or
. Y = Ji
eye = —— | + 100.
o= min (257 (1)
I =
I;j=0

The optical power penalty is given by [3}

101og o (eye/100) dB  for direct detection
20log,, (eye/100) dB

penalty = { (14)

for coherent detection ’

since the received current is proportional to the optical power with
direct detection and the received current is proportional to the
magnitude of the optical field with coherent detection.

2) Noise Enhancement: Since the linear equalizer combines the
weighted received signals, the noise level in the output signal may
be increased if the signal is amplified over a range of frequencies (to
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compensate for attenuation over the frequency range). In this paper,
we will not consider the absolute level of the noise at the receiver,
but only consider the relative increase in the noise level due to
equalization (referred to as noise enhancement). If we assume that,
at the output of the receiver filter, samples of the noise taken every
T seconds are independem, zero-mean, Gaussian random variables
with variance o2, then the noise enhancement of the equalizer is just
ZN_IC A measure of the relative received signal-to-noise ratio
(SNR) reflecting both ISI and noise, is given by (in percent), from

(13),

p = min M - 100, (15)
Ie=h = 2
1’f=o Y ,g1cj

with the optical power penalty being 101og,, (p/100) dB for direct
detection and 20 log,, (0/100) dB for coherent detection.

The noise enhancement can be reduced or eliminated by using a
fractionally spaced equalizer (decision-feedback equalization or lin-
ear cancellation can also be used [1]). In general, a tap spacing of
T/2 is adequate for reducing the noise enhancement as much as
possible. However, with chirp, tap spacings may need to be closer
than the reciprocal of the chirp bandwidth, i.e., tap spacings of less
than 7'/5 may be required to significantly reduce the noise enhance-
ment. Therefore, a fivefold increase in the number of taps could be
required to eliminate ISI without noise enhancement. To simplify
our analysis and keep the number of taps small, we will only study
synchronous (tap spacings of T') equalizers (see Section IV).

B. Nonlinear Cancellation

As shown in Section II, there are cases when the distortion is
nonlinear and, therefore, nonlinear techniques must be used to
significantly reduce distortions. Here, as in [1], we consider the use
of nonlinear cancellation (see also [21]). Nonlinear cancellation can
be implemented as follows. Using knowledge of previously detected
bits and, perhaps, estimates of bits to be detected, the decision
threshold in the detector is adjusted up or down to be halfway
between the expected signal levels for each bit to be detected. If the
adjustment is a linear sum of the previous and estimated bits, then
the technique is just linear cancellation [22], [23] (or decision-feed-
back equalization if only previously detected b1ts are used). Other-
wise, a lookup table (or explicit computation %) may be used, with
2N= i entries for N — 1 previously detected and estimated bits (a
total of N bits are used to determine the data bit) to provide
nonlinear cancellation. At the high data rates of the long-haul
systems, the size of the lookup table may limit N — 1 to just a few
bits (fortunately, this is typically the extent of the ISI in high-speed
lightwave systems).

Since estimating bits to be detected requires an additional detector
(or even additional interference reduction techniques if the eye is
closed), the most practical technique is to adjust the decision
threshold based on previously detected (‘‘decided’’) bits only, and
use an analog tapped delay line (which has been implemented at 8
Gbps [15]) to reduce distortion caused by ‘‘future’’ bits. This
canceller is shown in Fig. 6(a) where N, decided bits are used for
nonlinear cancellation and a tapped delay line with N, + 1 taps is
used for the N, future symbols plus the data bit to be detected. 9
Thus, at the detector,

N2+]
ev(t- (i-1)T),
1

y(n) = (16)

81n practice, the lookup table could be implemented by a switch with the
previously detected and estimated bits controlling which one of 2V~!
voltage levels is connected to the threshold.

This is similar to the structure of the RAM-DFE [24] used at much lower
data rates, which because of the lower data rate, can use a RAM for the
lookup table and add the feedback signal to the signal to be detected.
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and the decision rule is

1 if (1) > yo + S(L_yh
0 otherwise

> Ik—Nl)

(17)

where y, is the unadjusted decision threshold, ¢ is the sampling
time, and f(-) is the output of the look-up table which provides an
estimate of the (nonlinear) intersymbol interference. With severe
intersymbol interference, it may be possible that, for a given set of
N, decided bits, the level for a ‘1"’ is always (without noise) lower
than that for a ‘0"’ (the reverse of the usual case). Thus, a more
robust nonlinear cancellation technique reverses the decision rule
(17) (or inverts the detector output bits) when these sets of N,
decided bits occur. Note that if, for a given set of N, decided bits,
the level for a ““1”’ can be (without noise) both above or below that
for a “0,”*'® nonlinear cancellation cannot produce error-free out-
put bits even without noise. Now, if the intersymbol interference is
from a combination of the interference from several previous bits,
with severe ISI, an overlapping of the levels for *“1’s’” and ‘‘0’s”’
for a given set of N, bits may be more likely to occur than
reversed, but nonoverlapping, levels for ‘‘1’s” and ‘‘0’s”’. How-
ever, with intersymbol interference predominately from 1 or 2
decided bits (as is often the case in lightwave systems), reversed,
but nonoverlapping, levels for ““1’s” and ““0’s’’ with severe ISI
may be more likely. This type of nonlinear canceller can only
reduce nonlinear distortion that is caused by the N, decided bits.
However, this is the main form of the distortion with chirp (since
laser chirp produces an increase in the fall time of the pulse).

The adaptive algorithms for nonlinear cancellation are a general-
ization of the algorithms for linear equalizer updating (see Section
HI-A-1) and [21]).

In the remainder of the paper, we will consider nonlinear cancel-
lation using both future as well as decided bits, rather than using a
tapped delay line for the future bits [see Fig. 6(b)]. This simplifies
our analysis and results, and gives an upper bound on the perfor-
mance improvement with a tapped delay line for future bits.

The performance of nonlinear cancellation is given by the mini-
mum distance between sampled signal values for a *‘1°” and a “‘0,”’
given the same N, decided and N, future bits. That is, for
nonoverlapping levels for ““1’s” and ““0’s’’ for each set of N,
future and NV, decided bits, the minimum percent eye in the detected

"“This can occur if the nonlinear component of the ISI depends on bits in
addition to the N, decided bits, e.g., the bit to be detected.
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signal is given by

Ye = il
eye =  min [—————' k2 ] 100 (18)
ki Y
Ip=1
1;=0
fzed =1z}
where {z;} is the set {I;_ Ly, Loy Iy n,y ), Which is

Nt
the set of the N — 1 (= ]\)1 + N,) bits used in the lookup table.
Note that if

min
ki
Ig=1
1;j=0
{z} =1z}

[ye-»]=o0

for some sets of N, future and N, decided bits, then the decision
regions in the detector are reversed for these sets.'!

Nonlinear cancellation will fail (i.e., the error rate will be
nonzero even without noise at the receiver) if both
min [y, -] =<0
k,i

Ip=

I1;=0
{zi}={zi}

and

I
=]

max [)’k - yi] =

ki
Ip=1
I;=0
{zit={z}

i.e., the levels for *‘1’s’’ and ‘‘0’s’’ overlap for some set of N,
decided and N, future bits. To see where this could occur, consider
the simple example of direct detection where the sampled values of
the optical signal with intersymbol interference are given by (using
baseband notation)

s,(kT) =1, - 0.51,_,. (19)

Thus, neglecting the receiver filter and any noise,

Vi = 5AKT) = | so(KT)|* = I = LI, + 0251, (20)

or
0, I,_,=0, I,=0
Ye=1L Leey=0, Li=1 (21)
025, I,_,=1, I,=0,1.
Note that when I, _; = 1, the signal level y, is independent of 7,

and, therefore, the output levels cannot be separated and nonlinear
cancellation will not work. However, we can see that /, can be
determined from y,,, with a 3-level detector, i.e., a reasonable
decision rule is

1 if0.125 < y,,, <0.625

I, = .
0 otherwise.

(22)

This leads us to consider the optimum detection scheme—maximum
likelihood detection—in the next subsection.

"' For the nonlinear canceller of Fig. 6(a), the relative signal-to-noise ratio
p is given by (18) divided by

[ No+1
PR
j=1

the noise enhancement of linear equalizer. Note that there is no noise
enhancement by the decided bits. The equalizer tap weights can be adjusted
by the zero-forcing or mean-square-error algorithm, as described in Section
1II-A-1).
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C. Maximum Likelihood Detection

Maximum likelihood detection (MLD) is the optimum detection
technique in that it minimizes the error probability for determining a
bit (or bit sequence), given N received signal samples. It can be
complex to implement for large N, although it is useful as a bound
on performance. There are techniques to implement simplified
versions of maximum likelihood detection, however, that may be
practical at high data rates, if N is small. Here we present two such
techniques. As before, we assume that the received signal levels and
intersymbol interference are deterministic (given the bit pattern),
and that the only source of noise is additive Gaussian noise (thermal
noise with direct detection and high-intensity shot noise with coher-
ent detection).

In the first technique, which is a block-oriented maximum likeli-
hood detector, we determine the bits in a block of length N, based
on N consecutive signal samples where the signal is corrupted by
additive Gaussian noise. Specifically, we compare blocks of N
consecutive received signal samples to each of 27 possible (stored)
signal sample vectors (corresponding to the 2V possible bit se-
quences). With the additive Gaussian noise model, the detected bits
correspond to the vector that has the closest Euclidean distance to
the received vector. That is, we find the closest signal vector that
maximizes the correlation between the received vector and the
allowable (transmitted) signal vectors,

max
!

(23)

N
Z} 2dljyk—j - dlzj
j=

where / is the set of the 2% stored signal vectors and d, ; is the jth
value of the /th signal vector. Fig. 7 shows a block diagram of a
neural-network based implementation of this technique, which is
similar to that presented in [25] for classification problems and in
[26] for Viterbi decoding. The received signal vector is multiplied
by each of the 27 stored signal vectors using resistors, and the
summed currents are compared. The bank of (2™ — 1) comparators
determines which of the summed currents is the largest, i.e., the
closest signal vector, and outputs the corresponding bit stream.
(Note that each comparator outputs not only the largest input signal,
but the corresponding bit stream as well.) The operation of this
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detector is at 1/N times the data rate. (Note that, for N = 1, the
technique is just bit-by-bit detection.) The stored signal vectors (the
d,;'s) are chosen to minimize the error rate, a task which can
become very complicated with large N and severe intersymbol
interference.

The performance of this detector can be determined from the
minimum Euclidean distance between received vectors with differ-
ent transmitted bits. That is, the minimum eye opening is

eye = min

ki
{Tk—(N=1) I}y #= i (N=1) " Ti}

ol 2
_Z] (V- = Yi-j)
=

Y

- 100.

(24)

The performance of this detector is degraded by the edge effects of
ISI. That is, since the MLD makes decisions on block of N bits
from N signal samples of these bits, bits at the edge of the block are
more likely to be detected in error because of ISI from bits outside
the block.

A second, more complex, technique uses a sliding window, with
N, previously detected bits used to determine the state (i.e., one of
the 271 possible cases that exist prior to transmission of the next
N, + 1 signal samples), and N, + 1 signal samples used to deter-
mine the detected bit (N = N, + N, + 1). Specifically, the detec-
tor calculates the Euclidean distance between the received signal
vector of length N, + 1 and each of the 2™2*! stored signal
vectors to determine the stored signal vector that is closest to the
received signal vector and outputs the bit corresponding to the first
bit in that stored signal vector. There is a se},)varate set of 2M2+!
stored signal vectors for each of the possible 21 states, for a total
of 2M1+8M2+1 (o1 2 M) signal vectors. Fig. 8 shows a block diagram
of this technique. The problem of edge effects of ISI on the detected
bit is reduced with this technique, because signal samples for the
bits adjacent to the detected bit are used. Thus, the detector of Fig.
8 will have better performance than the detector of Fig. 7. In
addition, the detector of Fig. 8 requires fewer comparators and a
smaller size for the stored signal vectors. However, this detector
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must make bit decisions at the data rate, i.e., the circuitry must be
N times faster than that of Fig. 7.

The performance of the sliding window detector can be deter-
mined from the minimum Euclidean distance between received
signal vectors with the same N, decided bits and different first bits,
followed by any combination of N, future bits. That is, the
minimum eye opening is

eye = min
ki
I #1;
k—Ny - Tk=13#Hi-Ny i 1)
No+1
2
> ey —2iy)
j=0

- 100.

(25)

Y

Both the detectors of Figs. 7 and 8 can be made adaptive by
channel estimation (when the detected bits are virtually error free).
In addition, these maximum likelihood detectors can be reduced in
size and made adaptive through the use of neural network tech-
niques, in particular, with a 3-layer feedforward network using
backpropagation for adaptation [27].

Results for maximum likelihood detection are presented in Sec-
tion IV, where only the second version of the detector is analyzed.

D. Coding

Coding can be used to increase system margin by allowing higher
raw (before decoding) bit error rates while maintaining the same
output bit error rate. With respect to system margin, the perfor-
mance improvement with coding depends on the decrease in system
margin versus the increase in data rate due to coding. Specifically,
the increase in data rate (for the binary system we are discussing)
due to coding must result in a smaller penalty than the coding gain
in order for coding to be useful. Thus, as a first step in studying the
effect of coding, we need to determine the increase in penalty with
data rate. For example, in [28] it was shown that coding, which
increased the data rate by 4%, reduced the error rate to 311 Pez, or
from 2 X 107% to 10~°, corresponding to an increase in system
margin of 1.1 dB at a 10~° bit error rate. Therefore, in this
example, the decrease in system margin (increase in optical power
penalty, e.g., as determined from the increase in the channel
impairments with data rate) with a 4% increase in data rate must be
less than 1.1 dB for coding to be useful. It should be noted, as in
[1], that coding affects the required electrical signal-to-noise ratio,
with the optical power penalty decrease only half the electrical
signal-to-noise ratio improvement (in dB) for direct detection sys-
tems, but equal to the electrical signal-to-noise ratio improvement
for coherent detection systems. Thus, we would expect that coding
is more likely to be useful in coherent systems.

Coding can also be used to reduce error rate floors (e.g., as
caused by mode partition fluctuations). With an error rate floor, the
system margin is not important, and the increase in data rate due to
coding may not significantly increase the error rate floor. Thus, it is
the reduction in error rate with coding that is important. For
example, the 4% overhead code [28] discussed above can decrease
an error rate floor of 107¢ to below 10~°. However, for simple,
single-error correction codes (such as in [28]) to be effective, the
error rate floor must be caused by random errors. If these codes are
implemented by multiplexing several lower speed encoders/de-
coders, however (as may be required for multigigabit per second
data rates), then bursts of several bits in error can still be corrected.
Note that since coding corrects errors after bit detection, coding is
equally effective in reducing error rate floors with both coherent and
direct detection systems.

E. Multilevel Signaling

Multilevel signaling can also be used to increase system margin
when intersymbol interference is present. As compared to on-off
keying (with 2-levels), multilevel signaling with M levels decreases
the symbol rate by a factor of log, M, which reduces the amount of
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TABLE I
Laser PARAMETER VALUEs (USEp wiTH (1-3) oF [29] anD (2) oF [34])
a = 25X 1071 cm? v, = T.89X10° cm/sec
r, =4 W= 15x10"* cm
Clgterar & 1 e = 1.5x10°17
T, = L78X107'% sec 8 = 3.87x107*
7, = 1077 sec Vo = 5.625x107!" cm®
D = 10 cm?/sec a = —6
N = 1.5X107% cm n = 41

Praziyy = 83 mW Prnoy = 1.7 mW
N, = 10" cm
1 jr|<W/18
928 W/18< |z| < W /6
107(%)1 — 1738 W/e<|[z|<5W/I8
Y -

17 5W/I8< |z | <TW/18
21 TW/I8< |z | < W /2

dispersion and decreases the noise power in the detector by log, M.
However, multilevel signaling also decreases the eye opening by a
factor of at least M — 1 even without intersymbol interference.
Thus, without intersymbol interference, for a given symbol error
rate, multilevel signaling introduces an optical power penalty of
10log,o (M — 1)/ \/log, M) dB in direct detection systems and
20log, (M — 1)/ y/log, M) dB in coherent systems. Thus, mul-
tilevel signaling (M > 2) can only be useful in reducing the optical
power penalty due to intersymbol interference, when the optical
power penalty with 2-level signaling exceeds the above values. In
these cases, we need to compare the optical power penalty to 2-level
signaling to that with M-level signaling at 1/log, M times the
symbol rate. For example, 4-level signaling could only reduce the
optical power penalty of a 2-level signaling system if the penalty
exceeded 3.3 and 6.5 dB in direct detection and coherent systems,
respectively. Thus, we would expect that multilevel signaling is
more likely to be useful in direct detection systems. Note that this is
opposite to the conclusion with coding.

IV. RESULTS

The results in this section were generated, via computer simula-
tion, as follows. The data rate was 8 Gbps, with a pulse shape for
the signal into the laser or external modulator given by

t+ 0.85T\°
_— -0.85T<t< —0.5T
0.35T
t+0.15T\?
1 —) -0.5T<st< —0.15T
0.35T
P(1) =11 -0.15T =t < 0.15T
t - 0.15T\?
1 —_ 0.15T <t < 0.5T
0.35T
0.85T — 1\?
_ 0.5T <t <0.857.
0.35T

(26)
Note that smoothed pulses, rather than rectangular pulses (as in [3]),
were used to reduce the effect of chromatic dispersion. With direct
modulation, the input pulse stream was filtered by a low-pass RC
filter with a 3 dB bandwidth of 4 GHz to account for the transmit
filter and laser parasitics. The transmitted waveform out of the laser
was generated by the programs (i.e., from the rate equations)
described in [29], using the laser characteristics shown in Table I
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TABLE 11
ErrecT OF CODING
Code Data Rate | Coding Gain Penalty (dB)
with Coding | at 109 BER Chromatic Dispersion Polarization Dispersion
(+ 8 Gbps) (dB) DIR, 40 km | DIR 80 km | EXT, 140 km || DIR 60 psec | EXT, 80 psec

None 1 0 4.4 5.3 2.0 2.0 2.1

(224, 216) 1.04 1.1 3.1 6.5 1.4 1.0 1.2

Hamming Code [26]

(64, 56) Reed- 1.14 2.4 0.6 12.8 1.4 -0.1 0.6

Solomon Code [32]

(256, 192) Reed- 1.33 3.1 0.9 - - -0.2 1.9

Solomon Code (32)
(obtained from [30]). The data rate and low-pass filter bandwidth 100 [
are similar to those studied in [29], but the laser parameters differ
from those used in [29], since the parameters values shown in Table
I are more typical of DFB lasers. With external modulation, the
laser characteristics were changed such that the laser effects were
negligible (ideal external modulation was assumed). The program in E |
[29] use a repetitive pseudorandom data stream of length 64 (versus _— s
256 in [3], which did not consider laser nonlinearity), which con- §
tains all bit sequences of length 6. Thus, the results should be &
accurate as long as the intersymbol interference extends over only a ;
few bit periods. As stated in Section I, the results generated using 3
these parameters demonstrate the typical improvement that can be g |
obtained with the techniques of Section III. However, the improve- 98 S:T%%Taalg:g‘nogc EIVER FILTER
ment in other systems (e.g., with different data rates, laser charac- EXTERNAL MODULATION
teristics, etc.) would vary. / — == LINEAR EQUALIZATION

We first consider direct detection systems, both with direct laser +evsvs NONLINEAR CANCELLATION

modulation and with external modulation. We then study coherent —— MAXIMUM LIKELIHOOD DETECTION
detection systems. l | |

A. Direct Detection

1) Receiver Frequency Response: Let us first consider a re-
ceiver with a 3-pole Butterworth filter with a bandwidth of 6.24
GHz (70% of the data rate as in [29]). This filter is nearly ideal in
that the intersymbol interference after the receiver filter is very
small. (Of course, with Nyquist filtering the intersymbol interfer-
ence is completely eliminated.) Fig. 9 shows the minimum eye
opening for the case of external modulation (i.e., no laser nonlinear-
ity and no chromatic or polarization dispersion) with linear equaliza-
tion, nonlinear cancellation, and maximum likelihood detection.
Results are shown versus the number signal samples or bits N used
by the techniques. For each technique, N consecutive signal sam-
ples (7 spaced taps) or bits were used, with the number of decided
N, and future N, samples or bits chosen to maximize the improve-
ment (with N = N, + N, + 1). However, because most of the
intersymbol interference is due to the decided bits, the results in
Fig. 9 are for equalization (and cancellation) with decided taps (bits)
only. A sampling time at the peak eye opening prior to equalization
was used. Since the distortion is linear (and the ISI is small), the
tapped delay line has the same improvement as nonlinear cancella-
tion and maximum likelihood detection. Note that most of the
intersymbol interference is removed with a 3-tap equalizer. (If the
sampling time was optimized, a 100% eye opening with a 3-tap
equalizer can be obtained.)

Next consider the effect of dc offset on the equalizer performance.
Fig. 10 shows the minimum eye opening versus the number of taps
for several values of offset. The results show that the continuous
version of the zero-forcing algorithm is unaffected by small offset.
However, the performance of the discrete version degrades with
small offset. Furthermore, the degradation is even worse for the
discrete version that uses only the error with ‘1>’ data bits. Note
that when the offset is on the order of the level of the intersymbol

97

3 4 5

N

Fig. 9. Minimum eye opening versus the number of signal samples or bits
for linear equalization, nonlinear cancellation, and maximum likelihood
detection with a Butterworth receiver filter, and direct detection with
external modulation.
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Fig. 10. Minimum eye opening versus the number of taps for linear
equalization with different adaptation algorithms and dc offsets. The
adaptive algorithms are the continuous zero-forcing algorithm, the quan-
tized (discrete) zero-forcing algorithm, and the discrete zero-forcing algo-
rithm that adapts only when ‘‘1’s’’ are detected. Results are shown for dc
offsets of 0, 0.5, 1, and 10% of the received minimum eye opening.
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Fig. 11. Effect of equalization techniques with laser nonlinearity and a

Butterworth receiver filter. Minimum eye opening versus number of bit
samples for linear equalization (LE), nonlinear cancellation (NLC), and
maximum likelihood detection (MLD).

interference, equalization with the tap weights adapted by the dis-
crete version using only the error with *“1’s,”” can actually decrease
the eye opening. For the results in the remainder of this section, the
tap weights were adapted using the continuous zero-forcing algo-
rithm when the eye was open, and the mean-square-error algorithm
when the eye was closed.

Next, consider the effect of equalization techniques with laser
nonlinearity (direct modulation of the laser). In this case, both the
optical signal distortion and the optical-to-electrical conversion are
nonlinear. Fig. 11 shows the minimum eye opening as a function of
the number of samples or bits used by linear equalization (LE),
nonlinear cancellation (NLC), and maximum likelihood detection
(MLD). Comparing these results to those for external modulation
(Fig. 9), we see that, with the Butterworth receiver filter, the laser
nonlinearity causes more than twice as much intersymbol interfer-
ence as the receiver filter alone. Thus, the linear equalizer is not
effective in increasing the eye opening, while nonlinear cancellation
and maximum likelihood detection increase the eye opening by only
2%.

With current technology, however, typical receivers do not have
an ideal 3-pole, 0.64 GHz, Butterworth frequency response. Typical
receivers [20] have a higher decrease in gain with frequency across
the passband, a higher rolloff above the 3 dB bandwidth, and ripple
in the passband. Here, we model such a receiver as a 10 GHz RC
filter in cascade with a 6 GHz 8-pole Butterworth filter and a 3 GHz
cosine ripple of a few dB. Such a receiver has amplitude and phase
characteristics that agree well with the measured receiver frequency
response for an 8 Gbps receiver [20].

Fig. 12 shows the effect of equalization techniques with a non-
ideal receiver filter. The optical power penalty is plotted versus N
for LE, NLC, and MLD with the sampling time optimized at each
point. Results are shown for direct modulation with 1, 2, and 3 dB
of ripple and external modulation with 3 dB of ripple. A 6-tap linear
equalizer reduces the penalty by more than half (in dB), while NLC
and MLD can reduce the penalty even further. Since most of the
penalty is due to the filter, laser nonlinearity does not significantly
affect performance.

Since, with this nonideal filter, intersymbol interference is mainly
due to decided bits, the best N taps or samples included at most one
future sample (as before, results are for the best N consecutive
samples or bits). However, some of the samples do not help to
improve performance, as shown by the small decrease in penaity
with increasing N in some cases (in particular, increasing N from
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Fig. 12. Effect of equalization techniques with and without laser nonlinear-
ity and a nonideal receiver filter—optical power penalty versus number of
bit samples for LE, NLC, and MLD, direct detection, and a receiver filter
with 1, 2, or 3 dB of ripple.
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laser nonlinearity —optical power penalty versus distance with LE, NLC,
and MLD for N = 6.

4 to 5). Thus, for a fixed number of samples, a further decrease in
penalty can be obtained with unequally spaced (nonconsecutive)
samples. However, such an equalizer may not be as robust against
changes in filter characteristics.

2) Chromatic Dispersion: Next consider the effect of the vari-
ous impairment-reducing techniques on chromatic dispersion. Fig.
13 shows the effect of equalization techniques with chromatic dis-
persion and laser nonlinearity. (All results in Figs. 13-16 and 20
and Table II are for D(N) = 17 ps/km/nm.) Results are shown for
LE, NLC, and MLD with N = 6 and optimum sampling time, and
a 3-pole Butterworth (nearly ideal) receiver filter. (With more
distortion, we display the results in terms of optical power penalty
rather than eye opening.) Note that the combined effect of chromatic
dispersion and laser nonlinearity produces a dip in penalty above 40
km, similar to that shown in [29] where different DFB laser
characteristics were used. However, the power penalty in this
region is much higher than in [29], showing that the DFB lasers
with more typical laser characteristics are more affected by chro-
matic dispersion. Although chromatic dispersion produces nonlinear
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intersymbol interference at the receiver, LE still reduces the power
penalty somewhat—by at least 1.5 dB for distances above 40 km (or
equivalently increases the maximum distance for a given penalty by
about 20%).'> NLC and MLD, however, decrease the penalty by
more than 3 dB for distances above 40 km and substantially increase
the dispersion-limited transmission distance (to beyond 300 km)."
Note that these curves are jagged because the results were generated
at discrete distances (at least 10 km between points), and because
the penalty fluctuates with the level of intersymbol interference in
the signal samples. Here, as with nonideal receiver filtering, the
best N consecutive samples included at most 1 future bit sample,
which simplifies implementation of NLC.

Fig. 14 shows the effect of equalization techniques with chromatic
dispersion [3] when laser nonlinearity is not present (i.e., with
external modulation).'* As before, LE decreases the penalty (by
more than 1.5 dB above 160 km) or, alternatively, increases the
dispersion-limited distance (by 25% for a 3 dB penalty).'> Although
with LE the penalty dips above 240 km, this effect is highly
dependent on the transmit pulse shape and receiver frequency
characteristics and, therefore, may not necessarily be present in
systems with slightly different characteristics. On the other hand,
NLC and MLD do not have such variations. These techniques
greatly reduce the penalty above 200 km, increasing the dispersion-
limited distance for a 3 dB penalty to 270 and 400 km with NLC
and MLD, respectively.

Next, consider the effect of coding with chromatic dispersion. As
discussed in Section III, the first step in analyzing the effect of
coding is calculating the increase in penalty with increased data rate.
Since the dispersion limit of an optical fiber is proportional to the
data rate squared times the distance [3], [31] (without any other
impairments), we would expect the shape of the penalty versus data
rate curves to be similar to that of the penalty versus distance curves
(Figs. 13 and 14—see [3] for other modulation formats). This is
illustrated in Fig. 15 where the penalty versus data rate is shown at
40 and 80 km for direct modulation and at 140 km for external
modulation. Here we assume that the speed (bandwidth) of the
electronics increases in proportion to the data rate, but that the laser
characteristics are unchanged (i.e., the laser nonlinearity increases
with data rate for direct laser modulation). With laser nonlinearity,
at 80 km the penalty rapidly increases with data rate, and therefore,
coding is not useful in extending the dispersion-limited distance. At
40 km, however, the penalty actually decreases with the data rate
(as it does with distance). Thus, coding can be useful in reducing
the penalty for distances between 20 to 60 km. With external
modulation, as shown at 140 km, coding may slightly decrease the
power penalty, but the steep rise in penalty with distances above 140
km means that coding will not significantly increase the dispersion-
limited distance. As an illustration of the above conclusions, Table
II shows the penalty with three codes.'® For example, a (256, 192)
Reed-Solomon code, which has a coding gain of 3.1 dB [32]
(without distortions) but increases the data rate by 33%, would
reduce the optical power penalty due to chromatic dispersion with
direct laser modulation over 40 km, from 4.4 dB to —0.9 dB (the
5.3 dB decrease with chromatic dispersion is greater than the 3.1 dB
coding gain without dispersion because the penalty decreases with
small increases in data rate at 40 km). Thus, coding is shown to
reduce the penalty by up to 5.3 dB. Note that with NLC or MLD,

2 fractionally spaced equalizer may do even better.

Distances above 200 km are only feasible because of the advent of
optical amplifiers.

The distances without equalization shown in Fig. 14 are about 25%
longer than the results calculated for OOK from [3), mainly because
rectangular [rather than smoothed (26)] transmit pulses were studied in {3].

Again, a fractionally spaced equalizer may do even better.

!®Note that these codes have never been implemented at the data rates
being considered here, but they merely serve as an example of the perfor-
mance improvement that is theoretically possible. The coding techniques
can, of course, be implemented on lower rate channels that are multiplexed
to generate multigigabit per second signals, as in [28], but the number of
channels to be multiplexed can become very large.
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the penalty increases very slowly with distance (see Figs. 13 and 14)
and, thus, coding in combination with NLC or MLD should de-
crease the penalty even further.

Finally, consider the effect of multilevel signaling. Fig. 16 shows
the penalty versus distance with 2- and 4-level signaling and direct
and external modulation (at 8 Gbps). Laser nonlinearity is shown to
greatly increase the penalty with 4-level signaling, with a 5 dB
higher penalty than 2-level signaling for distances less than 80 km.
Also, with 4-level signaling, there is no significant increase in the
dispersion-limited distance even with large penalties. However,
without laser nonlinearity, 4-level signaling has a lower penalty than
2-level signaling for distances greater than 180 km, greatly increas-
ing the t-ansmission distance for penalties greater than 4 dB (e.g.,
twice the distance at 5 dB penalty). Note that it would be more
difficult to generate and detect a multilevel signal at 8 Gbps (e.g.,
multiple threshold detectors are required) than a 2-level signal.
Although such a multilevel system has not been implemented at 8
Gbps, it would appear tc He feasible.

3) Polarization Disp-rsion: Next, let us consider the effect of
the various impairment -educing techniques on first-order polariza-
tion dispersion effects [4] (second-order effects include linear delay
distortion, which was studied in Section IV-A-2). Because of its
simple form, first-order polarization dispersion effects can easily be
eliminated by NLC and MLD using at most 3 signal samples, with
the available adaptive algorithms for NLC cancellation [21]. How-
ever, since linear equalization has been shown to be effective against
nonideal receiver frequency response and chromatic dispersion,
and, unlike NLC and MLD, has been implemented at Gbps rates
[15], let us consider linear equalization, which, as shown in Section
III, can easily be adaptive. Now, the inverse filter for polarization
dispersion is a very simple infinite impulse response (IIR) filter.
However, adaptive IIR filters can become unstable (although tech-
niques exist that can be used to maintain stability [33]), and the
weights can become trapped in local minimum (that are not the
global minimum) of the performance surface during adaptation [33].
These problems are unacceptable given the high reliability usually
required in high-speed lightwave systems. These problems do not
occur with the feedforward adaptive tapped delay lines considered in
this paper, although the tapped delay line may require more taps
(delays) than an IIR filter for equal performance.

The effect of polarization dispersion depends on « (the ratio of
signal powers in the two polarizations) and 7 (the time delay
between the two polarizations). The worst case for « occurs when

= 1. In this case, the eye is closed when 7 is a multiple of the bit
period (125 ps), and an LE will not open the eye. However, for all
other values of « and 7, LE reduces the penalty. Fig. 17 shows the
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effect «.“ LE (with 6 taps) for o = 1, with direct and external laser
modulation.!” LE reduces the penalty by more than 1 dB for 7 > 70
ps and increases the tolerable delay for penalties greater than 3 dB
by about 10% (this corresponds to a 20% distance increase since the
delay varies as the square root of the distance). Note also that, for
delays greater than the bit period, LE reduces the penalty to as low
as 4 dB. Of course, for o # 1, LE reduces the penalty to even
lower values. '8

Next, consider the effect of coding with polarization dispersion.
As before, we first need to consider the increase in penalty with
increased data rate. Since increasing the data rate should have the
same effect as increasing the delay by the same proportion (without
any other impairments), we would expect that the penalty versus
data rate curves would look similar to the penalty versus delay
curves. This is illustrated in Fig. 18 where the penalty versus data
rate is shown for direct modulation with 7 = 60 ps, and for external
modulation with 7 = 80 ps. As before, for these results we have
assumed that the speed of the electronics increases in proportion to
the data rate increase, but that the laser characteristics are un-
changed. Table II shows that coding reduces the penalty by as much
as 2 dB when laser nonlinearity is present and slightly less than 2 dB
when external modulation is used. However, because of the steep-
ness of the penalty versus delay curves as the delay approaches 125
ps, coding is not useful in increasing the tolerable delay with large
penalties.

Fig. 19 shows the effect of multilevel signaling with polarization
dispersion. As with chromatic dispersion, the results for direct
modulation systems show that multilevel signaling does not increase
the tolerable delay except for very high penalties (greater than 11 dB
with polarization dispersion). However, without laser nonlinearity,
4-level signaling has a lower penalty than 2-level signaling for
delays greater than 100 ps and for penalties greater than 4.2 dB.
Multilevel signaling increases the tolerable delay by more than 30%
for a 6 dB penalty. For given 7, however, the penalty with 2-level
signaling is lower for a # 1, while the penalty with 4-level signal-
ing is at least 3.3 dB. Thus, the improvement with 4-level signaling
should be less for a # 1.

To determine completely the effect of equalization on polarization
dispersion, we need to consider both first- and second-order effects
together. This will be studied in a future paper.

The results shown in Fig. 17 for external modulation without equaliza-
tion are in agreement with those of [4] for OOK.
In addition, a fractionally spaced equalizer may reduce the penalty even
further.
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4) Mode Partition Fluctuations: Finally, consider the effect of
the various impairment reducing techniques on mode partition fluc-
tuations. Since the amplitude of the side mode varies randomly from
bit to bit (or at least over a period of several bits), the intersymbol
interference is random, and LLE, NLC, and MLD will not be
effective in reducing the error rate floor. Also, multilevel signaling
would only increase the error rate floor, since the error floor would
not be reduced significantly if the symbol rate was reduced, while a
multilevel signal would be more sensitive to intersymbol interfer-
ence. Coding, however, can be useful in reducing the error rate
floor. Since the side mode amplitude usually varies randomly from
bit to bit, the errors occur randomly, and simple single-error
correcting block codes can be used. Even error bursts of several bits
can be corrected if coding is implemented on lower rate channels
multiplexed for multigigabit per second signals. For example, the
code of [28] can reduce an error rate floor of 107° to below 10™°
(as noted previously), while the more complicated (64, 56)
Reed-Solomon code [32] can reduce an error rate floor of 10™* to
below 107",

B. Coherent Detection

Let us next briefly consider coherent detection. With coherent
detection, the optical power penalty is twice that of direct detection
systems (in dB) for the same electrical power penalty. Therefore,
we would expect greater penalties than direct detection with the
same receiver filtering, chromatic dispersion, and polarization dis-
persion, and greater reductions in penalty with LE'® and coding, but
lower reductions in penalty with multilevel signaling (except for
receiver filtering, where it may be possible to build better filters
with lower bandwidth).

As an example, Fig. 20 shows the effect of LE and multilevel
signaling with chromatic dispersion.?’ Results show that LE (with 6
taps) reduces the penalty more than 1 dB (for penalties with 2-level
signaling greater than 3 dB) and significantly increases the disper-
sion-limited distance (by more than twice, for penalties greater than

®With coherent detection, all the impairments discussed in this paper are
linear in the receiver (laser nonlinearity is not present because external
modulation is used in coherent systems). Thus, LE should do a very good
job of reducing the penalty, and NLC and MLD may not be needed.

*The distances without equalization shown in Fig. 20 are about 50%
longer than the results calculated for synchronous ASK from [3], mainly
because rectangular (rather than smoothed (26)) transmit pulses were studied
in [3].
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5 dB).?! Because of the steepness of the slope of the penalty versus
distance curve, however, coding is not effective in increasing the
transmission distance, although it could be useful in reducing thc
penalty in combination with LE. Multilevel signaling is not useful ii.
reducing the penalty unless it exceeds 9 dB.

V. SuMMARY AND CONCLUSION

In this paper, we have studied the various impairments in high-
speed lightwave systems, presented techniques to reduce these im-
pairments, and analyzed their performance in a typical system. The
impairments include laser nonlinearity, mode partition fluctuations,
chromatic and polarization dispersion, and nonideal receiver filter-
ing. The techniques include linear equalization, nonlinear cancella-
tion, maximum likelihood detection, coding, and multilevel signal-
ing. Methods for implementing these techniques, including adaptive
linear equalization, were presented. Computer simulation results for
an 8 Gbps system using measured laser and receiver characteristics
showed that in direct detection systems a 6-tap linear equalizer can
reduce the penalty due to nonideal receiver filtering in half (in dB),
and the penalty due to chromatic and polarization dispersion by
more than 1 dB (or increase the dispersion-limited distance by more
than 20%). Nonlinear cancellation and maximum likelihood detec-
tion can reduce the penalty even further, more than doubling the
dispersion-limited distance in some cases. Coding was shown to
reduce the penalty by a few dB in those cases where the increase in
penalty versus distance or delay was not too large (e.g., direct
detection with chromatic dispersion and a 40 km fiber length or
polarization dispersion and a delay of 50% of the bit period).
Multilevel (4-level) signaling was shown to double the dispersion-
limited distance and increase by more than 30% the tolerable delay
in systems with external laser modulation. In coherent systems,
linear equalization (with 6 taps) can more than double ti:: disper-
sion-limited distance. Combinations of equalization, coding, and
multilevel signaling should result in even larger imprc i -ments.

APPENDIX

Here we consider the effect of linear equalization on quadratic
(nonlinear) distortion. In general, linear equalization will not im-
prove performance with quadratic distortion. However, in lightwave

*'1n this case, a fractionally spaced equalizer should be able to completely
remove the ISI without noise enhancement, i.e., 0 dB penalty even over
hundreds of kilometers. Also, microwave waveguides [13] or microstrip
lines [14] can be used to equalize the chromatic dispersion.
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systems, if the signaling is binary, on-off keying and the major
portion of the ISI is from a single adjacent symbol, then linear
equalization can be effective in reducing the ISI.

In the system studied in this paper (a DFB laser at 8 Gbps—see
Section IV and [29]), the extinction ratio of the laser modulation is
S, i.e., the level for a “‘1’’ is approximately 5 times that for a *‘0.”’
Thus, with ISI from one adjacent bit, the received electrical signal
at time K7 can be calculated to be given by

5.(KT) = | 5o(KT)|? = {0.45 + 0.55I, + p(T) I, |2
=02+ 0312+ 0.5+ p*(T)I7_,

+(0.9 + 1.1L) 1, _,p(T), (A1)
where p(?) is the received pulse response of the system (assumed to
be maximum at ¢ = 0). Note that if p(T) = 0, 5,(kT) is 0.2 for
I, =0 and 1 for I, = 1 (for an extinction ratio of 5). Now, the
linear component?? of the ISI (in terms of the squared data symbols)
is pz(T)Ik_l. If the ISI is reasonably small, then this component
will be much less than the nonlinear component (0.9 +
1.11) 1, _,p(T). In this case, cancellation of the linear component
(or partial cancellation through linear equalization) will have a
negligible impact.

However, for binary, on-off keying, the effect of the nonlinear
component can be reduced by linear equalization. First, since
IZ = I, (A1) can be expressed as

S(kT) = 0.2+ 0.8, + (p*(T) + 0.9)1,_,

+ 1.1o(T) I Iy, (A2)
or
02 iff,_,=0 andZ, =0
1 ifl, ;=0 and [, = 1
0.2 + (p*(T) +0.9)
s/(kT) =4 Loi=1 andl =0 (A3)
1+ (p*(T) +0.9) + 1.1p(T)
ifl, =1 and I, = 1.

The linear component of the ISI is now p2(T) + 0.9 and the
nonlinear component 1.1p(T) I, I, . Thus, in contrast to (A1), the
linear component is always larger (and is much larger with small
ISI) than the nonlinear component, and linear equalization can be
effective. Furthermore, the effect of the smaller nonlinear term can
also be somewhat reduced by linear equalization. When o(7) < 0,
the nonlinear term 1.1p(T)I I, _, reduces the level for a ‘1"
when I, _, = 1. (The nonlinear term increases the eye opening for
o(T) > 0.) In this case, when the ISI is small, we can increase the
minimum distance to the threshold (set at 0.6) for o(T) < 0, by
using a linear equalizer to add the term 0.550(7)s ((k — )T)
(which is approximately 0.550(T)1,_, with small ISD to s (k7).
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